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It’s never too late to learn something new. This issue of the Business Intelligence 
Journal is loaded with lessons learned and new perspectives on many of BI’s  
hottest topics.

Senior editor Hugh J. Watson is joined by Barbara Wixom and Bruce Yen in reviewing 
the six lessons that GUESS, a designer clothing company, learned from its mobile 
BI efforts. As you’d expect, making applications speedy and providing support for 
bring-your-own-device are on the list, but there are some surprises as well.

As every schoolchild knows, you need the three Rs—reading, ’riting, and ’rithme-
tic—to get ahead in this world. To that I would add “reality”—as in learning from 
real-world experience. Kevin Lewis goes beyond a textbook’s broad concepts to explain 
the nuances he learned from building his own data warehouse. Lewis’s hands-on 
perspective will help you learn what makes a data warehouse project a success.

Speaking of keeping up with the times, Scott Walters understands how social 
media has changed the way people communicate and connect with each other. He 
explains the challenges of leveraging social media and lays out a six-step plan to 
help you get started.

One thing IT has learned is that users increasingly want to go the “do-it-yourself” 
route. That’s one reason why self-service reporting has become such a hot topic. 
Myron Weber will teach you the right way to provide such reporting using a unified 
design, targeted outputs, sound development practices, and active governance. 

There are many more things to learn in this issue. Troy Hiltbrand explains his study 
of human behavior as managers dealt with budgets and how that knowledge was 
used to build a successful predictive analytics system. Our experts tell a job seeker 
what he needs to know before accepting a BI director position. Our case study 
explains how Merkle learned to deal with big data to create personalized marketing 
campaigns, and David Teplow details why relational databases aren’t suitable for 
handling big data. He describes the advantages Hadoop offers.

Katrina Read clarifies why “in-memory” technology isn’t always the right choice, 
and Frank Buytendijk explains why philosophy is so important in our fast-paced 
world of innovation.

What have you been learning? We welcome your feedback and comments; please 
send them to jpowell@tdwi.org.

From the Editor
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Delivering Value 
through Mobile 
Business Intelligence
Hugh Watson, Barbara Wixom, and Bruce Yen

Mobile BI is high on many BI directors’ agendas. Mobile 
BI offers portability and easy access to BI, which 
can potentially drive pervasive BI use throughout an 
organization. Much as the movement from client/server 
to Web-based BI was transformational, so, too, is the 
shift to smartphones and tablets. Although mobile 
BI’s adoption rate has been slower than was initially 
anticipated, surveys show that it is now taking hold and is 
widely considered to be very important or even critical to 
business success (Dresner, 2011). 

BI directors have many decisions and choices to make 
when planning for mobile BI. Which devices should they 
support? Should they provide users with devices or have 
them bring their own? Should they deploy Web-based 
or “native” applications? Which vendor should they use? 
How should privacy and security issues be handled? 

Over the past few years, many companies have moved 
into mobile BI, including GUESS, a $2.69 billion global 
company that designs and sells contemporary clothing. 
In 2011, GUESS won a TDWI Best Practices Award for 
its GMobile initiative, which delivers BI on iPads (Briggs, 
2011). This article will describe GUESS’s approach to 
mobile BI and lessons learned by GUESS and other 
companies that can help BI directors in their initial or 
ongoing mobile BI efforts.

About GUESS
Since 1981, GUESS has been one of the most widely 
recognized apparel brands in the world. GUESS designs 
contemporary clothing and accessories for women, men, 
and children and distributes its merchandise to stores in 
87 countries. Its designers focus on creating fashionable 
product lines, and they closely monitor best sellers to 
understand trends. Merchandisers ensure that products 

mobile bi
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mobile bi 

are placed in the right stores at the right times to meet the 
needs of GUESS’s fashion-savvy customers. Designers, 
merchandisers, and executives travel extensively across 
the global GUESS network and are a highly mobile 
workforce.

BI on Mobile Devices
In early 2008, GUESS successfully rolled out a mobile 
BlackBerry application to executives and regional sales 
directors for sales reporting. 

In 2011, GUESS delivered a BI app for the iPad after 
CIO Michael Relich and BI director Bruce Yen became 
convinced that the iPad could be a game changer in 
delivering graphical analytics to the company’s highly 
visual and creative business users. The app provides 
interactive access to best-seller trends and current sales 
figures for products, arranged by styles, colors, and stores. 
The app meets the needs of a wide range of work styles 
and processes and was adopted by a diverse set of business 
users. GUESS refers to the iPad app as GMobile.

Executives use the app to understand the company’s 
current sales, profitability, and performance trends over 
time. Merchants use GMobile for store visits. The app 
allows a merchant to understand how a store is perform-
ing and what mix of products accounts for the store’s best 
sellers. Designers use the app to view and analyze their 
best sellers so they can understand the current sales and 
design trends. See Figure 1 for a screenshot of GMobile.

The BI team at GUESS found that deploying BI on 
mobile devices was different from their past BI efforts. 
Here are seven lessons they learned.

Lesson #1: Design with the device in mind
Not all mobile devices are created equal. In fact, each 
device—whether it is an iPad, a BlackBerry, or an 
Android phone—has unique capabilities to leverage and 
important constraints to consider.

Although smartphones are important devices for 
delivering certain kinds of information (such as alerts), 

Figure 1: GMobile iPad application.



6 BUSINESS INTELLIGENCE Journal • vol. 18, No. 1

they have inherent limitations (such as screen size) that 
make them less than ideal for displaying some kinds of 
information. At GUESS, the BI team distributed reports 
via BlackBerrys. Because the devices have small screens, 
the team incorporated few bells and whistles, and they 
listed the most popular reports first to reduce the need to 
scroll through a long list to find information. 

With the iPad, GUESS developers took a much different 
approach. They created a highly interactive and visually 
appealing app that takes advantage of the iPad’s graphical 
capabilities. The team produced colorful charts and graphs, 
and combined data with maps to communicate perfor-
mance by geographical regions down to the store level.

Instead of replicating dashboard displays that they created 
for their non-mobile, Web-based dashboard application, 
the team created GMobile with an investigative workflow 
that allows users to take a myriad of paths through the 
app and easily return to an earlier screen—or the home 
screen—at any point. The app incorporates common 
Apple-supported gestures such as swipes and taps. 
Because of the interactive nature of the interface, GMobile 
integrates content that is equivalent to 12 dashboards from 
the Web-based system. 

Lesson #2: Ensure the device delivers BI quickly
Mobile BI veterans agree that speed is the number-one 
usability factor for mobile BI; most try to achieve a 
response time of three seconds or less for their mobile 
BI applications. Enabling fast response can be easier 
said than done, however, particularly when working 
with devices such as iPads, which have limited process-
ing and memory capacities. To achieve performance 
improvements, development teams may need to break 
up long-running queries into multiple screens or limit 
background loads on the device when it is idle.

The GUESS BI team decided to help close the perfor-
mance gap for the GMobile app by implementing a data 
warehouse appliance because the iPad simply could not 
perform quickly without it. The team implemented a 
columnar database appliance, and queries that took 20 to 
30 minutes on their traditional data warehouse technol-
ogy improved to 5 to 10 seconds, making product affinity 

mobile bi

and market basket analyses more feasible. Because of its 
speed, the appliance was jokingly called “the Maserati” 
after the race car, and the nickname stuck with users.

Lesson #3: Develop a “bring your own device” 
(BYOD) policy
When the iPad app was first introduced at GUESS, about 
half of the users brought their own iPads to work and 
wanted GMobile loaded onto them, either because there 
was limited availability of devices or because users didn’t 
want to carry two iPads. The BI team was concerned that 
an iPad might be lost and that confidential company 
information could be compromised. To address this issue, 
users signed a waiver permitting software to be placed 
on their iPads that would enable the BI team to remove 
the GMobile app in case an iPad was reported lost or 
stolen. Today, more company iPads are available, and 
most employees opt for a GUESS iPad rather than using 
their own. 

Every company needs to create a BYOD policy that states 
whether and how employees can use their own devices 
and the controls that users must accept if they do. A 
balance must be struck between the risks associated with 
the loss or theft of a mobile device and the impact that 
security controls have on ease of use. Appropriate mobile 
security software must be selected to safeguard informa-
tion that is available through the device. Increasingly, 
mobile security software incorporates location awareness 
as an additional way to control where, when, and what 
data is available for viewing on devices.

Lesson #4: Leverage the excitement of the  
“it” device
Mobile devices such as the iPad have a “coolness” factor. 
Nearly everyone wants the trendy mobile device, includ-
ing executives. At GUESS, some users initially wanted 
BI, in part, because they really wanted an iPad. This did 
not concern the team because over time, users with iPads 
ultimately became highly engaged BI users.

At GUESS, an interesting consequence of using a popular 
device for mobile BI is that the staff fields many questions 
about iPads that are unrelated to BI. Users approach the 
GUESS IT group for device help. Instead of explaining 
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that such questions are out of scope, the team uses the 
requests as an opportunity to satisfy their users, thereby 
strengthening the IT-user relationship.

Lesson #5: New roles are needed to best exploit 
the device
The development of mobile BI applications at GUESS 
required two new types of project team roles. The first 
was a developer who was adept at creating apps specifi-
cally for the iPad. This individual ensured that the app 
leveraged Apple widgets and was designed with Apple-
savvy users in mind. The BI team realized that their 
GMobile app was not competing with other IT systems, 
but rather against other iPad apps that users interacted 
with regularly, such as the game Angry Birds.

Another new role at GUESS was a graphic artist who 
ensured that GMobile looked good. The designer helped 
implement a visually appealing app that incorporated a 
theme with related graphics and colors. The theme was 
a virtual storefront with a clean, modern, and futuristic 
look that incorporated best-seller product photos and 
campaign images.

Lesson #6: Expand the BI experience to include 
device features
Devices come with a wide variety of features to appeal to 
consumers, and some of these features (such as cameras, 
location awareness, and SMS) may serve new and helpful 
purposes for BI applications. At GUESS, users found 
their iPad cameras to be particularly helpful for decision 
making and began incorporating their photos into daily 
work processes. They took pictures using the iPad to 
capture store layouts, window designs, and even competi-
tor marketing efforts. These photos were then e-mailed to 
headquarters or decision makers, or saved to the iPad to 
be referenced in upcoming meetings.

Some companies are investigating how to use device 
cameras to serve as bar code readers. This would enable 
users to scan product codes and use them to generate 
reports. Similarly, a device’s location awareness can be 
incorporated into BI reporting and produce geographi-
cally based reports according to where a user is working.

mobile bi 

Lesson #7: Expect a variety of benefits from a 
mobile workforce
In many companies, decisions are not made behind a 
desk. Instead, they are made by highly mobile employees 
who make decisions and take actions throughout the day 
and who require on-the-go, instant access to BI. Saving 
time is one benefit of mobile BI that can really add up. At 
GUESS, store merchants used to take hours preparing 
for store visits because they needed to gather reports and 
review them before entering the store. Now, merchants 
can sit on a bench outside a store with their iPads and get 
up to speed in minutes. 

Similarly, a biotech company calculated that each of its 
sales representatives saves 30 to 90 minutes each day 
using mobile BI, which translates into a more than $4 
million annual savings and productivity boost for the 
company.

Some benefits from mobile BI are less tangible, yet impor-
tant. For example, some companies are reaping reputation 
benefits from having employees using devices that are 
perceived as leading edge. At GUESS, the iPad device 
and appealing GMobile app resonated well with the 
company’s many global partners. In addition, GMobile’s 
adoption and popularity fostered innovation internally at 
GUESS, prompting other iPad-related projects elsewhere 
in the company.  ■

References
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Real-World DW

Four Lessons Learned 
Building a Data 
Warehouse in the 
Real World
Kevin Lewis

Introduction
It has taken me a long time to fully appreciate that the 
context within which a data warehouse program is 
established is at least as important as the architecture and 
design of the data warehouse itself. 

The most popular books and articles on data warehousing 
do a good job of explaining broad concepts and even pro-
vide some detailed information on what a well-architected 
data warehouse should look like. Unfortunately, these 
books present what sometimes appear to be idealized ver-
sions of reality. They don’t reflect the nuances that make a 
program successful in a real-life, complex organization. 

In this article, I share what I’ve learned initiating, 
building, and institutionalizing my own data warehouse 
program so that others can learn how to make their data 
warehouse project a success. [Editor’s note: The author 
changed some minor details to maintain company 
confidentiality.]

Background
Other than my sometimes painful struggle to balance 
theory and pragmatism, the common theme running 
through my career has been distaste for seeing the same 
work done over and over again. I have also discovered 
that if you complain about something enough, eventually 
the boss will tell you to go ahead and fix it.  

Before I became a data architect at a large grocery 
retailer, I had noticed that several independent projects 
were collecting the same data from the same sources in 
slightly different forms—repeatedly. In addition to the 
projects that were proactively collecting data from these 
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sources—the point of sale (POS) and product manage-
ment systems being the most popular—there were many 
ad hoc reactions to production issues, which resulted 
in a number of database copies being created to prevent 
people from directly querying transaction systems. These 
individual projects contributed to an already-complex 
environment of redundant and overlapping data that had 
been created over the years. 

Initiating the Data Warehouse 
After reading a couple of books about data warehous-
ing and deciding that I’d found the solution to our 
disparate data problem—at least in the decision support 
environment—I began trying to sell the idea to manage-
ment. In my first attempt, I assembled a presentation 
that showed our current systems on the left-hand side 
(a typical spaghetti chart) along with a nice, neat data 
warehouse “target state” picture on the right-hand side 
that depicted all the sources with a single feed to a central 
data warehouse. I explained that each of these integration 
points costs money, and that it would make sense to 
integrate each data source once rather than multiple 
times. I even provided a rough estimate of the time and 
cost of building and supporting the more significant 
interfaces. This did not generate any excitement. 

What went wrong? I decided that the problem was that I 
hadn’t involved business users and sponsors. Everything 
I’d read said the program should be “business driven,” 
and I realized that up to this point I had spent the time I 
had available understanding and explaining the technical 
benefits. I identified and spoke with end users in several 
business areas, learned about their data challenges, and 
worked with a few to calculate the return on investment 
for the new analysis they would do and estimate the 
time they could save if only the data was integrated and 
easily accessible. I was sure that this more comprehensive 
presentation would get the attention (read: funding) that 
I was looking for. It did not.

Later, when I was looking at some papers on my desk, I 
had an idea. Like everyone in a leadership role, I had 
been given a list of the “top 10” projects for the coming 
year. This list was a set of initiatives in priority order. 
They were the most important projects that involved 

IT—not “data warehouse” projects, just projects. I looked 
down the list and noticed what many of the projects had 
in common. There were projects to optimize shelf space, 
improve pricing strategies, and select sites for new retail 
locations, among others. 

I didn’t need to know all the details to figure out that if 
left alone, these projects would once again collect sales 
data from the POS and product data from the product 
management system. In addition to the read-intensive, 
integrated data they would need to feed their proposed 
applications, it was also easy to predict that—whether 
they planned for it or not—a decision support system 
would be needed to monitor and manage the new 
business capabilities. 

I didn’t use PowerPoint for my next pitch. I simply 
brought the Top 10 list with a few of the projects circled. 
I explained how each of these projects would be doing 
similar work if we were to approach them independently, 
as planned, and that this work was going to cost signifi-
cant time and money. I had plenty of evidence based on 
the current state of IT systems, alluding to much of what 
I’d explained in previous attempts to sell the program. 
I then proposed that we remove the sales and product 
data collection from these projects—adjusting schedules 
accordingly—and establish a project that I would lead to 
collect the data for them. 

We would also need to introduce new work that wasn’t 
planned in these projects—the analytical needs that 
would eventually have been built reactively. (I referenced 
many examples of this sort of reactive work that had 
happened in the past, such as the many times a “copy” of 
an operational database was created to meet the “query” 
needs of users.) With my proposed approach, the data 
collection, integration, and delivery work would be done 
once and the results would be shared. That was when the 
CIO asked what I needed to make it happen. Thus began 
data warehouse phase 1. 

Lesson #1: Find business initiatives that are already 
important to the organization and explain how the data 
warehouse will enable those initiatives. Complement 
planned initiatives; don’t compete with them. 
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Extending the Data Warehouse 
Just before the end of phase 1—which we delivered a little 
bit late and over budget (but with exactly the results we 
had promised)—I began thinking about what we would 
need to work on next. Unfortunately, I hadn’t completely 
grasped the importance of the lesson I had just learned. 
Instead of looking at the next batch of planned business 
initiatives and the common data they would need, I 
focused primarily on which data domain should be 
next—a subtle but crucial difference. 

Yes, there were projects that could benefit from the 
inventory data I proposed for phase 2, and yes, this 
inventory data was important and widely used within my 
enterprise, but the connection from the data warehouse 
to the business initiatives and objectives was very loose. I 
did not establish a hard dependency. Without a hard link 
to business initiatives (real, already-approved business 
initiatives that increase sales or reduce costs), I didn’t 
have the best quality business drivers and, more impor-
tant, I had no way to drive out the detailed scope of the 
data warehouse phase. 

Without clear business objectives driving data warehouse 
phase 2, any and all inventory data was in scope. For 
example, there was no good way to decide which data 
elements should be modeled and integrated. Instead 
of asking a question such as “Will either the vendor 
accountability or distribution network initiatives require 
these elements?”, we would ask, “How important do 
we think the data will be? Is it ‘core’ data?” With this 
approach, any data quality issues discovered were equal 
candidates to be dealt with in the project. Not surpris-
ingly, we significantly exceeded the budget and missed 
the deadline. It was only through force of personality and 
a few testimonials from the end users on the importance 
of the data that the project wasn’t cancelled. In the end, 
thankfully, the data was used for real business purposes 
and was integrated at a detailed level with the data 
previously delivered in phase 1. In short, I was lucky. 

Lesson #2: Scope each data warehouse project based on 
the data needed in near-term business initiatives and 
deliver only that data. 

With subsequent phases, we began to triangulate back 
to more targeted purposes by linking to business initia-
tives that required the data being delivered in the data 
warehouse. One reason that the scope of previous phases 
had been too large was my own fear that we would miss 
something. I was worried that if we didn’t keep the scope 
wide—at least within a given data domain such as sales 
or inventory—that we would regret it later and have to 
perform significant rework to meet new requirements. 
We learned that if we focused on near-term requirements 
and built the data warehouse to be extensible and scalable, 
then we could expand the data warehouse with each 
phase while controlling scope and completing the project 
in a reasonable time frame. We established principles to:

■■ Model data at the lowest level of detail—that is, 
even if transaction-level data wasn’t called for in the 
immediate requirements, we would still model at this 
level, a carefully controlled exception to the “meet 
only known requirements” rule. This allowed us to 
extend and summarize the data in any way. 

■■ Stage as much data as possible from a new source, but 
bring the data only as far as the staging area if it isn’t 
immediately needed for near-term business initiatives. 
(This is the difference between a monstrosity of a project 
that never ends and a focused project that delivers 
value.) Only model, integrate, and manage the quality 
of data needed in the near term. Staging additional 
data elements made it easier to integrate and manage 
data later when it was needed, and provided some 
history for initial loads. 

■■ Obtain data from the source closest to the original 
point of entry (the “system of record”). With this rule, 
new projects are able to obtain additional data that 
may not be available from intermediate sources. It also 
allows the timeliest data acquisition possible. 

■■ Build “right-time” and adjustable integration processes. 
This allowed us to meet near-term data freshness goals 
(e.g., yesterday’s sales data versus sales data from 10 
minutes ago) and enabled future business objectives 
to increase data freshness as needed. (Near-real-time 
integration can have significant complexity and cost, 
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so this principle avoids investments until that level of 
data freshness is needed—another lesson I learned the 
hard way.)

■■ Model integrated data based on stable business entities, 
not source system structures. Following this rule 
provided us a scaffolding to integrate the data in a way 
that was meaningful for the business and also enabled 
us to modify or replace source systems without signifi-
cant (or any) ripple effects for the data warehouse data 
model or dependent applications. (I made a very big 
deal about the work that never had to be done because 
of this approach. It saved millions of dollars.) 

■■ Leverage scalable infrastructure. This minimized our 
investment in technology by deferring it until needed, 
and took advantage of the increase in infrastructure 
capability over time. We deployed infrastructure with 
as close to linear scalability as possible. Incidentally, 
the same applied to building the data warehouse 
organizations and processes—the rule was to imple-
ment only what was needed when it was needed. 

From time to time, I had to re-argue the case for an 
enterprise, integrated approach to data warehousing, 
which is understandable. A common question was, “How 
are you going to build a data warehouse to meet require-
ments you don’t even know yet? This is a nice idea, but 
can’t work in reality.” This is when I would answer—after 
acknowledging previous scope challenges and the reasons 
for them—that we could apply rules that would give 
us at least a high likelihood that we could scale in the 
future. I’m happy to say we repeatedly proved this to be 
true. There were many unforeseen applications that ended 
up using the same, shared data. Yes, there was additional 
work to extend the model and integrate additional data, 
but there wasn’t significant rework. By focusing only 
on near-term needs, the size and scope of the projects I 
proposed (and we delivered) were from 50 to 75 percent 
smaller than data warehouse projects that had not 
followed this approach.  

Lesson #3: Establish architecture and design principles of 
extensibility and scalability so that each data warehouse 
project contributes to an integrated data warehouse.

Institutionalizing the Program
As we were building out the data warehouse phase by 
phase, I was always on the lookout for projects that, if 
left untouched, would deliver redundant and overlap-
ping data. I would like to claim that I was always able 
to leverage the data warehouse in these projects when 
appropriate, but the truth is that I won some and I lost 
some. Sometimes the projects were too far along in their 
life cycle to make any significant changes. Once dates are 
set, they are hard to change, so I kept looking for ways to 
find out about these projects as early as possible. I didn’t 
want to wait for “requests” to come my way because I 
wanted to be sure that the data we were proposing for 
the data warehouse was the right data—that is, data that 
requires integration, is shared by multiple business areas, 
is high volume, read intensive, and, most important, 
required by business initiatives.  

Fortunately, there were funneling mechanisms that all 
projects had to go through to secure approval, which 
I realized could give me the opportunity to review 
the project proposals and assert the role of the data 
warehouse. There was an annual process in which each 
business area, along with its assigned IT liaison, would 
propose projects for the coming year. I would review this 
list line by line to find common data needs. It was like 
playing Concentration (the card game—and later televi-
sion game show—where you find cards that are alike). 

I did not attempt to uncover any detailed requirements, 
as that was not possible with a one-line description of 
each project. However, there was enough information to 
understand the core data that would be needed and a very 
likely role for the data warehouse. For example, with only 
the phrase “improve targeted marketing,” it didn’t take 
much thought to conclude that any CRM application 
would require customer, sales, and promotion data, and 
that the solution would need analysis capabilities to 
monitor and improve the promotion effectiveness. 

Over time, I found other processes to which I could 
attach the data warehouse program in order to make it an 
integral part of the organization. These included:
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■■ Strategic business and IT planning: As the corporation as 
a whole and individual business areas began planning 
their major initiatives further in advance (roughly 18 
months to 5 years out), I did everything I could to 
get involved so that I could plan the data warehouse 
deployment in support of these road maps. This 
would help to refine my own road map while ensuring 
linkage to pre-vetted business value. 

■■ Enterprise architecture:  Like most (if not all) 
organizations, data hasn’t been the only victim of 
project-by-project thinking over the years. Enterprise 
architecture has emerged and reemerged as a way to 
begin sharing business processes, applications, infra-
structure, and data across projects. By making usage 
and extension of the data warehouse part of the overall 
enterprise architecture program (under the enterprise 
data architecture umbrella), we were able to work as a 
team to find checkpoints before and during projects. 
(We tried to emphasize “service” over “enforcement.”)

■■ Program management: The project management office 
(PMO) had established funding, tracking, and 
inter-project dependency management for all large 
programs, so I made sure to register the data ware-
house program as just another program to be managed, 
and I had a full-time program manager assigned to the 
program to manage delivery across projects. I con-
sidered it a sign of success if another project outside 
of the program was dependent on a data warehouse 
project. By funding the deployment of shared data 
through a central funding mechanism, I didn’t have to 
wrestle with application projects to apply some of the 
rules I mentioned earlier, even if they didn’t directly 
benefit the project. Of course, I had to do this with 
great care to avoid delaying the dependent projects. 

■■ Solution development life cycle (SDLC): We had an SDLC 
that was used relatively consistently, so we were able 
to embed data management practices directly into the 
methodology and establish a template work break-
down structure (WBS) for data warehouse projects. 
With a deliverable and milestone for solution archi-
tecture in all projects prior to design, we established 
a formal checkpoint (with enterprise architecture) to 

see if the data warehouse would be used appropriately 
within each project or if the project was about to 
deploy redundant data. 

My goal was to make effective planning, delivery, and 
use of the data warehouse a natural part of the organiza-
tion’s processes. As I have already confessed, this was 
accomplished with fits and starts, but I do believe that 
we created something of real value and struck a healthy 
balance between theory and pragmatism.  

Lesson #4: Link the data warehouse program to planning 
and execution processes within the organization to make 
the data warehouse a natural part of the organization’s 
functions.  

Taking Lessons on the Road
I’ve since moved on and have been a data warehouse 
consultant for the past five years. It’s only after visiting 
dozens of companies and studying their situations that I 
have been able to carefully consider the lessons I learned 
in my own program. I have seen many patterns in these 
organizations that reflect the same mistakes I made and 
some of the same hard-earned course corrections. 

There are certainly some success stories, but there are 
also many programs in serious trouble. Although there 
are multiple root causes, typically these data warehouses 
are at one of two extremes. They are either too closely 
tied to individual business projects (thus exacerbating 
their disparate data problem), or they are insufficiently 
connected to business initiatives and projects, and are 
therefore working hard at delivering data and buzzwords 
with no apparent business purpose driving the scope, and 
little—if any—anticipation from the business.

Few companies are institutionalizing their data ware-
house programs by linking them to other processes in 
their organizations. Often, managers and practitioners 
within these programs realize something is wrong, but 
they can’t quite figure out what it is. If this is your 
situation, I hope that you will find a few hints from my 
lessons learned as to what’s happening and some ideas to 
get your data warehouse program on track.  ■
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Beyond Listening
Six Steps for Integrating and Acting  
on Social Media 

Scott Walters

Introduction
The onset of social media technologies has fundamentally 
changed the way people communicate and network with 
other people. Because of these technologies, information 
flows instantaneously between friends, family, and 
businesses via numerous devices. 

The popularity of these social media platforms is such that 
Facebook has 1 billion active users (as of October 2012)1; 
the average number of tweets people send per day is about 
340 million (as of March 2012)2; and 72 hours of video 
are uploaded to YouTube every minute.3 

Although much of this content relates to noncommercial 
topics, an explosion of business-to-consumer and 
consumer-to-business interactions via social channels has 
changed consumer behavior and their expectations about 
how they interact and transact with businesses. 

Social networking channels contain vast amounts of 
consumer behavior information. Much of this social 
media activity can be tied back to individuals to create 
highly valuable customer profiles. Leveraging social 
media data to create more complete customer profiles 
is critical to effective marketing. Enterprises that 
understand their customers and engage with them on 
their terms—when and where they want—will be at a 
significant competitive advantage. 

Scott Walters is the global solution leader for 

social intelligence at HP Enterprise Services.

scott.walters@hp.com 

1 �Source: Facebook Key Facts (http://newsroom.fb.com/content/default.
aspx?NewsAreaId=22)

2 �Source: Twitter Blog: “Twitter Turns Six” (http://blog.twitter.com/2012/03/
twitter-turns-six.html)

3 �Source: YouTube Statistics (http://www.youtube.com/t/press_statistics/ )
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The Benefits
Recognizing the value of these sources of social data 
and leveraging them appropriately is a relatively new 
challenge for many organizations. Social intelligence 
is a discipline that combines social media data with 
traditional customer data sources to yield deep insights 
that drive better marketing and overall business decisions. 
The benefits of using social intelligence include: 

■■ Enhancing visibility and understanding of customers 
for better insight and foresight to develop customer 
advocacy 

■■ Proactively protecting and enhancing brand reputation 
by monitoring and managing market sentiments, 
perceptions, and trends

■■ Spurring product or service innovation by leveraging 
market insights gained by listening, analyzing, and 
engaging with customers through social media

The Challenge
Although many benefits come with leveraging social 
intelligence, social media data can also bring challenges:

■■ It is big: It is much larger in scale than traditional 
customer information

■■ It is different: It consists of unstructured data that 
doesn’t fit into typical data warehouse structures

■■ It is out of the enterprise’s control: The data is created by 
people who are not affiliated with the enterprise, and 
the data resides on external domains such as Facebook 
and Twitter 

Most organizations already struggle to integrate all 
relevant data sources and use the results to create a 
consistent, customer-focused experience. Unfortunately, 
traditional business intelligence (BI) approaches may 
fail to provide the flexibility, timeliness, and mobility 
required to respond to the real-time marketing demands 
of this new environment. In addition, legacy BI solu-
tions struggle to support analysis of social media data 
sources and the integration of these sources with existing 

customer information. As a result, vital insight remains 
unavailable to marketers and decision makers across the 
enterprise.

In many cases, a social intelligence effort will require 
rethinking and redesigning existing information manage-
ment ecosystems. New information management and 
analytical platforms, techniques, tools, and governance 
processes are needed to unlock customer insights and 
make them available in real time. New roles and skill sets 
that combine business acumen and analytical/technology 
savvy may be required.

Social and other unstructured customer data sources 
such as call center recordings, videos, chat sessions, and 
e-mails will be a significant challenge for IT staff who 
may already be overwhelmed with legacy data challenges. 
In many cases, business users have taken matters into 
their own hands and implemented point solutions in 
an attempt to exploit these valuable data sources. This 
creates an opportunity for IT staff to help the enterprise 
create structure and order. The IT department knows 
how to plan, manage, and govern complex information 
platforms, and by marrying that expertise with the 
business context, IT can bring value.

How to Get Started
Social intelligence is a relatively new area, but it requires 
many of the traditional information management 
activities—albeit with some changes in focus and scope. 
Enterprises should maintain focus on connecting the 
people, ideas, business processes, and technologies 
needed to make smarter decisions faster. Although there 

Legacy BI solutions struggle to 

support analysis of social media 

data sources and the integration 

of these sources with existing 

customer information.
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are many new tools available to address “social business” 
opportunities, these tools alone will not necessarily drive 
the anticipated business value. 

A key element of all successful social media initiatives is 
a carefully designed business plan that clearly defines the 
strategic and economic value of such programs. Listening 
to a customer and understanding the customer’s opinion 
about your products and services in a strategic vacuum is 
worthless. You must first address these questions:

■■ Will your definition of a customer change to encom-
pass the many online personas each has?

■■ How will value be measured in the future and how 
will it differ from today?

■■ How will you make social media insights actionable 
within your organization?

■■ Will you need to transform your technology-enabled 
business processes to maximize the opportunities of 
conversational marketing?

Here are a few steps to integrate social media into 
business intelligence plans.

Step 1: Take stock
Understand where you are by completing a thorough 
self-assessment of your current state. Consider how you 
are leveraging social media data and to what extent you 
are integrating it with other customer data. Are you able 
to leverage that integrated customer data at the point 
of interaction with customers? Finally, consider your 
current IT infrastructure. Is it struggling to adapt to the 
volume, variety, and velocity of data generated by this 
new social world?

Step 2: Identify your goals 
Define your target state by outlining your objectives in 
leveraging social media data. Be sure the social strategy 
supports strategic enterprise goals. To get started, 
determine if you want to:

■■ Integrate social media data with your other customer 
data and analyze it

■■ Influence existing customers or gain new customers 
and increase sales/revenue

■■ Change public opinion of a brand/product/company 

■■ Conduct customer research at a lower cost

■■ Provide improved customer service

■■ Drive product/service innovation using the voice  
of the customer

■■ Improve employee productivity and knowledge sharing

Consider a few industry-specific objectives to clarify 
the point. A consumer goods company might want to 
leverage social media data to understand how a product 
is perceived by different market segments or to track the 
impact of a particular marketing campaign. A pharma-
ceutical company might consider using social media 
to analyze brand perception after a new drug launch 
or to support patients via blogs and health forums. A 
telecommunications provider can leverage social network 
analysis to provide information on mobile number 
portability, accurately revealing customer migration 
and churn behaviors to better understand new customer 
decision paths. 

Social and other unstructured 

customer data sources such as 

call center recordings, videos, chat 

sessions, and e-mails will be a 

significant challenge for IT.
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Step 3: Create a social business plan
Your plan should include specific details of what you want 
to accomplish. There are thousands of things you might 
do, so you have to be as specific as you can about your 
focus. Include a highly detailed definition of the target 
state, which should be validated with industry-specific 
benchmarks. In addition, the plan should include 
a detailed definition of the actions required and an 
estimate of the financial impact of implementing your 
program. A proof of concept is needed to bring together 
structured and unstructured data and determine what is 
(and is not) valuable.

Step 4: Design a social business and IT 
transformation plan
Include a detailed requirements analysis in your plan. 
Incorporate designs for business processes—whether 
new or changed—and the IT transformation required 
to enable these new processes. Your plan should also 
include estimates of transformation time and cost and be 
incremental in nature. Like any complex transformation, 
the most successful outcomes tend to come from a phased 
approach focused on specific business capabilities or use 
cases with carefully defined metrics and business-unit 
ownership. Finally, the plan must address the new skills 
and roles that will be required to drive and exploit these 
new capabilities. 

Step 5: Implement your social business plan
As you implement your social business plan, keep these 
characteristic activities in mind:

■■ Combine structured data with unstructured social 
data to drive actionable customer insights that 
promote growth

■■ Engage rather than communicate with customers 

■■ Recognize influencers and high-value customers in 
new segmentation models

■■ Encourage participation, sharing, and co-creation 
internally first, then externally 

■■ Develop real-time analytic capabilities 

■■ Learn from interactions and respond—social learn-
ing is applied throughout the business, not just in 
marketing

■■ Understand how being social can increase profitability

Implementing a socially enabled business includes three 
main phases: (1) capture and analyze social media data; 
(2) integrate it with existing data; and (3) filter it back 
into business processes. In other words: listen, analyze, 
and engage. 

The first phase of a social intelligence program is “listen-
ing” for consumer dialogue on sites and communities. 
Today, sophisticated software tools can automate and 
scale listening to huge quantities of social media data. 
Enterprises can use these tools to “crawl” the Internet 
looking for the voice of customers. 

The next phase is “analyzing” the gathered information 
to extract actionable meaning. A large amount of 
information on the Web includes opinion. Traditional 
information processing tools were not designed to 
interpret opinion; however, new analytical tools help 
overcome this gap by assessing user-generated content to 
identify the opinion or emotional state of a writer and the 
most recurrent conversational values. This is a complex 
undertaking because:

■■ Feelings and emotions are subjective

■■ Sentiment is rarely an all-or-nothing expression but 
rather comprises a range of feelings and tones

■■ Gauging sentiment is strongly associated with context

Although listening to customers yields good informa-
tion, not all of this data has inherent value. Integrating 
social media data with other data sources creates deeper 
insights that drive better decision making. For example, 
services such as Klout and PeerIndex assign a score to a 
digital persona to identify his or her influence. This may 
be based on the number of followers, the total engaged 
network, or the likelihood that a recommendation will be 
acted upon. 
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The final phase is “engaging” to deliver insights to 
customer management processes and enable organiza-
tions to act quickly, decisively, and appropriately. Social 
intelligence, combined with other customer intelligence, 
allows enterprises to manage real-time (or near-real-time) 
conversations with customers and deliver offers, informa-
tion, and customer services via social media channels. 
Increasingly, these communications can be delivered 
through mobile devices that provide content exactly when 
people need it. 

Step 6: Govern a socially enabled business
Companies must design a governance model and align 
it with the overall organization. For example, implement 
new governance processes that take into account the need 
for real-time analytical insights at the point of customer 
interaction. 

When establishing key measures for your program, be as 
specific as you can about what success looks like, keeping 
in mind that the metrics will vary depending on the 
type of business or government entity. Some measures of 
success include:

■■ Metrics about the customer and sales conversion rates 
before and after implementing a social intelligence 
solution

■■ The average elapsed time to respond to customer 
inquiries

■■ The number of customers engaged with the social 
intelligence solution, benchmarked over set periods of 
time

■■ The number of customer complaints mitigated

Most important, learn through the whole process. Test 
plan elements to see how they impact key measures. 
Constantly evolve and apply what you learn in the 
context of the overall plan for a self-reinforcing loop.

For enterprises that need help with their social intel-
ligence solution, consider a provider with a complete 
portfolio of integrated solutions to manage, govern, and 

analyze social data. The provider should also be able to 
integrate social media data with existing data to provide 
real-time insights. 

Conclusion
A social intelligence initiative is a new priority for success 
in today’s instantaneous market. Within an organization, 
any employee interacting with customers needs access 
to all customer information at all times. Armed with 
this information, employees can change a conversation, 
modify a tactic, or extend a new product offer—whatever 
it takes to ensure customer satisfaction. This new reality 
requires both real-time information and real-time 
analytic platforms. 

Point solutions, such as individual social media listening 
applications, are only one component of a social intel-
ligence initiative. In order to harness the true potential 
of social intelligence, companies must deploy a broad 
information management and analytics program that 
is tightly linked with the overall business strategy. 
Significant first-mover advantages exist for companies 
that execute an effective social intelligence strategy before 
their competitors do.  ■

Social intelligence, combined with 

other customer intelligence, allows 

enterprises to manage real-time  

(or near-real-time) conversations 

with customers.
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Keys to Sustainable 
Self-Service Business 
Intelligence
Myron Weber

Abstract
Self-service reporting allows business executives, managers, 
operational decision makers, analysts, and knowledge workers 
to access the data they need whenever and wherever they need 
it to support the decisions and actions critical to business suc-
cess. Business intelligence (BI) software vendors and industry 
experts recognize self-service reporting as a key feature of BI 
because it eliminates obstacles to timely insight and deci-
sion making and lowers the costs of reporting, analysis, and 
metrics-driven management by putting data directly in the 
hands of those who need it. 

This article begins by addressing what’s broken:

• The 1 percent have access but the 99 percent need access

• Analysts don’t get to analyze

• BI developers are unhappy

Readers will learn the steps to providing self-service reporting 
the right way with unified design, targeted outputs, sound 
development practices, and active governance. We will explain 
how to implement correct procedures via strategy, road maps, 
governance, and best practices and examine the costs of 
poorly run self-service reporting systems. Finally, we offer 
advice for identifying a catalyst or compelling event and start-
ing small with the right mix of motivated users, a committed 
team, and targeted objectives.  

Myron Weber is the founder and a 

managing partner at Northwood Advisors 

(www.northwoodadvisors.com).
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Introduction
Self-service business intelligence (BI) enables business 
executives, managers, operational decision makers, 
analysts, and knowledge workers to access the information 
they need whenever and wherever they need it, providing 
key data to support the decisions and actions that are 
critical to business success. 

The meaning of the term self-service BI is fairly intui-
tive, but for clarity’s sake, consider the following three 
functional characteristics of self-service BI:

■■ The majority of decision makers who need to make 
data-driven business decisions can access BI reports 
or queries that provide the information to answer the 
most common business questions. These reports and 
queries are dynamic, allowing filtering, sorting, and 
drill-down, among other features.

■■ Analysts who must dig deeper to answer uncommon 
or complex business questions are able to conduct the 
majority of that analysis through BI tools.

■■ For exceptionally complex, one-off analyses that must 
be performed in offline tools (spreadsheets, etc.), most 
of the required data can be extracted from BI sources; 
users do not have to go digging through source 
systems to find it.

Companies that succeed at self-service BI immediately 
begin to recognize a number of tangible benefits—some 
obvious and others less so. First, self-service BI lowers 
the direct labor cost and time-wasting cost of reporting, 
analysis, and metrics-driven management by eliminating 
the middleman and putting data directly in the hands of 
those who need it. 

Self-service BI also eliminates bottlenecks to timely 
insight and decision making. This provides several 
potential benefits, including:

■■ Competitive advantages that can be gained by more 
agile decision making

■■ Reduced frustration of data consumers

■■ Better forecasting based on more accurate, up-to-date 
information

■■ More consistent returns with data-driven decisions

Enterprises investing in business intelligence often take 
for granted that a BI solution will automatically deliver 
self-service capabilities. This expectation is reinforced as 
BI software vendors and industry experts promote self 
service as a key feature of BI solutions. Most enterprise 
BI platforms as well as niche BI tools provide good to 
excellent self-service capabilities. 

BI stakeholders want self service for compelling reasons. 
The unfortunate and frustrating reality is that many com-
panies, including many that have invested tremendous 
resources in BI, don’t succeed in delivering sustainable 
self-service BI. In some cases, they fail right from the 
start; in other cases, they begin delivering self-service BI 
but are unable to sustain it over time.

Why don’t they succeed? This article will examine the 
symptoms of a lack of self-service BI, four key reasons 
companies fail at self-service BI, and corresponding 
alternatives to avoid falling into those traps. It will also 
look at strategies for correcting course if a company has 
already started down the wrong path. In the process, both 
real-world failures and successes in self-service BI will 
be examined. Whether a company is just starting on its 
journey to self-service BI or has a current BI investment 
that is not delivering self-service functionality, we focus 
on sustainable self-service BI. 

For more information about self-service BI, see Self-Service 
Business Intelligence: Empowering Users to Generate Insights 
by Claudia Imhoff and Colin White, a 2011 TDWI Best 
Practices Report available at tdwi.org/bpreports. Imhoff 
and White give an excellent introduction to what self-
service BI is and what tools and approaches companies 
should consider to deliver self-service BI. 

Signs That Your Organization Needs Self-Service BI
There are several hallmarks or symptoms that are common 
to companies that need a self-service BI solution. These 
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pain points indicate that effective, sustainable self-service 
BI is needed.

Symptom #1: The 1 percent has access but the 99 percent 
needs access
Today’s enterprises are facing a clear distinction between 
the workers who can access data and those who cannot. 
Within organizations that lack self-service BI, the figurative 
99 percent are data users who are dependent on the  
1 percent of users who have the technical expertise, domain 
knowledge, and security access to be data independent. 

Furthermore, use doesn’t equal satisfaction. Common 
complaints from business decision makers in enterprises 
without self-service BI include the lack of available data 
and the difficulty they experience getting the data that 
is available.

Symptom #2: Analysts don’t get to analyze
When asked what percentage of time is spent trying to get 
needed data, data analysts will typically offer a range of 60 
to 90 percent, with most right in the middle at 75 percent. 

If analysts at your enterprise typically spend only 25 
percent of their time analyzing because they have to 
work so hard to gather data, the need for self-service BI 
is clear. Workers who aren’t using their skills also result 
in a sometimes unrecognized cost: increased turnover 
among these valuable knowledge workers as they become 
frustrated and leave.

Symptom #3: Unhappy BI developers
BI technical team members are often data independent, 
which seems like a position of benefit and privilege. 
However, these workers face continuous pressure to 
deliver more information from increasingly complex 
and brittle data systems. The BI team—despite its best 

intentions—becomes a bottleneck in the system. For 
most BI professionals, this is the opposite of what they 
envisioned for their careers, leading to job dissatisfaction. 
In addition, rather than being part of a cross-functional 
community of BI stakeholders in the company, the BI 
team becomes increasingly isolated as they try to insulate 
themselves against the valid criticisms of frustrated 
business users.

Where Do Things Go Wrong?
Many companies make significant investments in BI over 
the course of many years, but rather than maturing into 
well-functioning BI solutions, they exhibit all the symp-
toms of failed self-service BI. There are four specific and 
common problems associated with these struggling efforts. 

Problem #1: Taking the wrong approach
In an effort to give users what they want, IT sometimes 
errs on the side of giving users everything. In the words 
of one BI team manager whose company had failed at 
self-service BI, “We thought: let’s just give everyone all 
the data. Then they can do whatever they want.” That’s 
a sweeping and impossible goal that is typical of the 
mindset in struggling organizations. 

A guiding concept of BI is “one version of the truth,” but 
giving everyone all the data so they can do whatever they 
want can result in different approaches, different results, 
and ultimately, different versions of the truth.

This big-box-store approach is evident in some cases 
where self-service BI works for a time but eventually 
becomes unsustainable. Typically, the early phases of 
BI attack “low-hanging fruit,” an approach that often 
succeeds because it deals with targeted issues. This early 
success gives way to disappointment when the scope and 
complexity of the “all-the-data” approach overwhelms the 
design, the technology, and the users.

Problem #2: Partitioning design expertise
Another common approach of a struggling BI team is 
designing the data warehouse in isolation from the rest of 
the BI solution. The data warehouse is thrown to the BI 
metadata and report designers with a hearty “Good luck!”

In an effort to give users what they 

want, IT sometimes errs on the side 

of giving users everything.
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If the analytical requirements and business rules 
are relatively simple, it is possible to design the data 
warehouse in relative isolation and produce meaningful 
outputs by adding BI software. However, in any environ-
ment where the reporting needs are moderately or highly 
complex, sustainable self-service BI can be achieved only 
by designing the overall solution holistically.

Problem #3: Shoddy practices
Poor BI development practices will sabotage efforts to 
deliver self-service BI. This is apparent with companies 
that start out delivering some self-service BI, then find 
they can’t sustain or scale it.  

A comprehensive set of best practices is beyond the scope 
of this article, but the shoddy practices fall into a few 
categories:

Data warehouse design
A data warehouse design that doesn’t support specific 
query requirements will make self-service BI virtually 
impossible. One BI team developed a star schema data 
warehouse that allowed straightforward SQL queries 
of 95 percent of their data. The 5 percent exception 
was a very complex hierarchy that required queries that 
could not be generated automatically by BI software. 
Unfortunately, even though this was a small part of the 
overall data, this hierarchy was required in nearly all the 
reports and queries demanded by the business! To achieve 
self service, the team had to find a way to simplify that 
hierarchy so that most of their business questions could 
be answered with SQL generated by the BI software and 
only a small remainder required programmer support for 
report authoring.

Metadata development shortcuts
Although every vendor’s BI software is different, one 
common feature is the need to follow vendor recommen-
dations for BI metadata development. Every member of 
the BI team must avoid the common temptation to take 
shortcuts—violating the best practices in the metadata 
layer of the software with the assumption that it can be 
fixed in reports where the queries are defined. Violating 
vendor-specific metadata best practices leads to short-term 
self service that will prove unsustainable.

Software development life cycle (SDLC) practices 
SDLC practices that are either too lax or too rigid will 
undermine self-service BI. Some BI teams, in an attempt 
to be “agile,” allow a Wild West approach to develop-
ment, with every developer empowered to make changes 
and deploy them to production. This seemingly nimble 
approach grinds to a slow crawl over time as inconsis-
tency, duplication, and poor development practices are 
allowed to creep into the system through lack of control. 

On the other hand, some organizations take a completely 
different approach, applying rigid SDLC or IT standards 
that don’t embrace the concept of users developing their 
own queries and reports in a live production environ-
ment. When everything within the BI solution is under 
strict control and review, users cannot serve themselves.

Sound SDLC for BI avoids both extremes and adopts a 
nuanced approach that empowers users within defined 
boundaries and provides review mechanisms for developers.

Undefined BI team roles
Failing to define clear roles and accountability within 
the BI team undermines self service by enabling the 
other shoddy practices. When everyone is responsible 
for everything, it’s hard to make anyone responsible for 
anything. At one company, the most knowledgeable 
metadata developer gave up trying to enforce sustainable 
best practices because the management model imposed by 
the director allowed any member of the BI team to make 
changes to the metadata model. 

When practices are shoddy, the BI solution becomes 
increasingly brittle and complex over time. As one BI 
team member said about a BI solution, “We have so much 
duct tape and bubble gum holding things together, it’s a 
wonder anything works at all.”

Problem #4: Ineffective governance
Organizations struggling with problems in BI programs 
can often trace the issues back to governance. Executives 
and senior management should consider themselves part 
of the BI effort, but instead of saying “we” and including 
themselves, they sometimes resort to a blaming “they” 
in describing the team’s shortcomings. The BI technical 
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team reads the situation easily and sees that they are, as 
one put it, “being hung out to dry.”

In the absence of engaged, empowered, cross-functional 
governance of the BI program, the isolated BI team must 
determine when to say “yes” and when to say “no” to the 
myriad of requests they get from stakeholders. When 
BI is treated as a cost center without cross-functional 
governance, it becomes like an open bar that closes 
early—everyone can ask for whatever they want regard-
less of cost, but no one is ever convinced they received 
enough value. In the end, major investment decisions are 
often made by technical staff in relative isolation.

Doing It Right
There are specific strategies organizations can employ to 
avoid falling into the traps that lead to failure in self-
service BI.

Create targeted output
Self-service BI requires a targeted approach. Start by 
asking which decisions need to be supported in a self-
service fashion, for whom, at what times, and in what 
ways. Design the BI solution to support self service for 
those targeted areas. Prioritize those subject areas into a 
road map that outlines short-term, targeted objectives in 
the context of a long-term, holistic vision.

Unify your design
Don’t forget to include the BI software experts in the 
entire design and architecture process. As obvious 
as that might sound, it’s a common mistake to bring 
the business domain experts and the data warehouse 
designers together while assuming that the BI software 
experts can come in later. This works in a limited way if 
the analytical requirements are simple, but when they are 
complex, the data warehouse design must include asking, 

“How, exactly, will the BI software need to query the data 
warehouse to meet these complex business requirements?”

Use sound practices
Sustainable self-service BI requires strict adherence 
to sound practices. Without this focus, any success in 
self-service BI will be isolated or short-lived. Adherence 
to sound practices has to start with defining and docu-
menting those practices, then establishing a governance 
process to assure compliance.

Sound practices for self service must include at least these 
key elements:

Optimize the data warehouse for self service. Designing and 
building a data warehouse for sustainable self service 
requires focusing on the queries (SQL, MDX, etc.) 
required to answer key business questions with the goal 
of optimizing querying for most of the business questions 
that self-service users will be asking.

Follow vendor-specific BI practices. Every BI vendor’s soft-
ware has its own best practices. Mastery of those practices 
by the BI team is essential to sustainable self service. The 
design must be driven by an understanding of exactly 
how queries will be formed and generated by the BI query 
and metadata layers for delivering the self-service outputs.

Set development standards for approval and deployment. As 
technical standards are established to support self-service 
BI, the way to make them sustainable in the real world 
is to establish a process for the technical experts on 
the BI team to review and approve content before it is 
deployed into the self-service production environment. 
For example, the domain experts on metadata develop-
ment, report authoring, and business data definitions 
can maintain standards and lend their expertise to others 
without becoming bottlenecks who must do all the work 
within their specialty areas.

Effective Governance
A proven approach advocated by Northwood Advisors 
(the BI and decision systems advisory firm I founded and 
where I am a managing partner) is aligned governance, 
which ensures that there is effective governance across the 

Poor BI development practices  

will sabotage efforts to deliver  

self-service BI.
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full spectrum of BI activities. A simplified view of this 
approach identifies four levels of governance:

■■ C-level enterprise leadership. Obviously, the C-level 
leadership is not strictly part of the BI organization. 
Rather, they are the executives who ultimately run 
the business and set the objectives and strategy for the 
organization. Aligned governance begins by under-
standing the organizational objectives and strategy set 
by C-level leadership.

■■ BI executive governance. Often labeled the BI steering 
committee, this group must include C-level leaders 
who are ultimately responsible for the BI program. 
This group also includes cross-functional executives 
and managers who have a stake in the outputs of BI, 
along with managers from the BI team who serve as 
the conduit to the operational governance board and 
BI team. 

■■ BI operational governance. This group governs the 
operational, day-to-day functioning of BI. It includes 
cross-functional, operational, and technical representa-
tion; specifically, BI team representation, as well 
as representatives of business stakeholders and BI 
champions.

■■ BI champions and power users. The BI champions 
and power users group drives adoption of the BI 
solution by spreading and supporting the rollout of 
BI to business departments, as well as by identifying 
requirements, opportunities, and problems with BI 
that must be escalated to the operational governance 
board. The group should include a mix of dedicated 
BI team members and users who are embedded within 
other business departments.

BI governance that delivers sustainable self service must 
be aligned at all levels of the governance organization: 
mandated by C-level leadership, owned by the BI execu-
tive governance group, executed by the BI operational 
governance team, and embraced by BI champions and 
power users.

Making the Change
Companies that are young in their BI maturity and have 
the opportunity to approach self-service BI properly can 
avoid much heartache. Companies that have already 
made a significant investment in BI but aren’t getting the 
desired results, as well as those exhibiting the hallmarks 
of a need for self-service BI as described here, can correct 
their course and get on track to sustainable self-service BI 
by employing the following core strategies.

Strategy #1: Understand the cost
Stakeholders typically recognize two types of costs 
right away when contemplating the necessary course 
correction. The first is the sunk cost—the money that has 
already been spent. The second is the cost of making the 
change—what it will take to actually correct what has 
gone wrong and move forward on the right path. 

There are additional costs that aren’t so easily recognized, 
such as the long-term cost of ownership of an unsustain-
able BI solution. The mounting complexity and brittleness 
of the “duct tape and bubble gum” solution become 
staggeringly expensive to maintain over time.

The final cost category is the opportunity cost of not 
having the benefits of self-service BI. This includes 
the hidden costs of frustration, lost productivity, and 
turnover that result from the gap between the 1 percent 
and the 99 percent. It includes missing competitive 
advantages, efficiencies, and operational improvement 
that self-service BI offers.

With a clear view of the costs and benefits, it’s easier to 
set a new path forward.

A proven approach is aligned 

governance, which ensures that 

there is effective governance across 

the full spectrum of BI activities.
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Strategy #2: Find a catalyst
Sometimes the best way to force a change and accelerate 
progress in the right direction is to find a compelling 
event or catalyst. For example:

■■ A major version upgrade or migration of BI software 
or database platform

■■ Acquiring, replacing, or retiring key business source 
systems that feed BI

■■ An organizational change or realignment that shifts 
power centers

■■ Business changes that alter the focus or intensity of 
demand for BI outputs

Strategy #3: Choose a compelling niche
As a company takes its first steps to correct its BI course, 
it’s important to do so with the right niche—meaning a 
first self-service deliverable that will shift momentum from 
the entrenched solution toward sustainable self service. 

The first defining characteristic of the right niche is a 
group of motivated, positive, and clear-thinking stakehold-
ers. If the BI team is trying to drag reluctant, cynical users 
along on the first attempt at making a positive change, the 
effort may well be doomed. That makes it crucial to find a 
subject area and stakeholder group that “gets it” and is on 
board with the plan to do something new.

The second key to finding the right niche is to assign 
dedicated technical resources who understand and sup-
port the new approach. Although much of the BI team’s 
energy will continue to be drained supporting the old 
“duct tape and bubble gum” solution, changing directions 
will require setting aside BI developers who can blaze the 
trail, establish new practices, and teach others.

The final part of building a compelling niche is defining 
a high-ROI subject area. This means a set of targeted 
outputs for which the relative risk from complexity, data 
quality, and unanticipated requirements is low, and the 
relative reward in terms of business value is high. In no 
case, however, should the lure of a high-ROI subject area 

blind the team to the importance of motivated, positive, 
and clear-thinking stakeholders. If forced to choose, the 
BI team should take the lower-value subject area with 
more positive stakeholders.

Conclusion
Self-service BI can be achieved and sustained with the right 
approach, and the benefits are well worth the effort.  ■
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In times of financial austerity, budget management 
becomes critical for any organization. When trying to 
optimize operations and do as much as possible with 
a limited set of funds, the ability to forecast spending 
becomes an imperative for business and government 
organizations alike. 

Historically, forecasters have primarily based their 
predictions upon two common factors: time and money. 
Although these are important aspects for determining 
future spending patterns, organizations represent a complex 
system of unique individuals with a myriad of associated 
behaviors, all of which affect how budgets are utilized. 

Forecasted budgets often reflect a guessing game about 
how budget managers will behave under a given set of 
conditions. This becomes messy when human nature 
is introduced; different managers will react differently 
under similar circumstances. One manager may become 
ultra-conservative during periods of financial austerity, 
while another might be unfazed and continue the same 
spending habits. Both managers might revert into a state 
of budgetary protectionism, masking their activities in 
order to keep as much budget and influence as possible 
regardless of the greater good of the organization.

To more accurately predict future outcomes, models 
should consider time, money, and observed behavior 
patterns. Predictive analytics is poised to provide the tools 
and methodologies organizations need to capture and 
leverage behaviors of the past to predict the future.  

At Idaho National Laboratory (INL), budget manage-
ment is at the forefront of every management discussion, 
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and this will continue for the foreseeable future. We 
needed a more accurate model and methodology for 
predicting future budgetary outcomes and supporting 
future business operations. Predictive analytics helped us 
build a behavior-based budget management model and 
apply it to support delivery of the right information for 
decision makers to optimally manage laboratory funds. 

Our Methodology
Predictive analytics is the practice of using patterns in 
historical data to anticipate future outcomes. Because pre-
dictive analytics is based on a set of unknown attributes, 
it is as much art as science and requires much more effort 
than simply running a data set through a tool to get an 
answer. Predictive analytics requires massaging the data 
and looking at the information inputs and outputs to find 
the optimal solution from a body of potential solutions. 
Even though it is an art in the end, there are industry-
accepted methods for guiding teams through the process 
so it progresses smoothly and the results meet anticipated 
business objectives. 

Of these methodologies, the most widely accepted is 
the Cross Industry Standard Process for Data Mining 
(CRISP-DM). CRISP-DM was started in 1996 by a 
consortium of industry experts from DaimlerChrysler, 
SSPS, and NCR (Chapman, et al, 1999). This group set 
out to develop a method that would encapsulate the steps 

necessary to perform a data mining or predictive analytics 
project in an orderly and organized fashion. 

CRISP-DM is the iteration of six fundamental activities 
(see Figure 1). Each process is supported by procedures 
and processes that further clarify needs as a solution set 
is built.

In this article, we will explain how INL used the CRISP-
DM methodology to develop a predictive analytic model 
that empowered the laboratory to make critical budgetary 
decisions.

Activity #1: Business Understanding
The first step in the process is to understand the business 
challenge you are trying to solve and identify the relevant 
stakeholders. With budget management at INL, two 
primary groups have a significant stake in understanding 
how budgets are managed at the end of the year. 

The first stakeholder is at the enterprise level. Idaho 
National Laboratory is owned by the Department of 
Energy (DOE) but is managed by Battelle Energy 
Alliance (BEA). Based on BEA’s prime contract for 
managing operations at INL, which is used by DOE to 
provide oversight, budgets cannot be carried over from 
year to year. Unlike some enterprises in private industries, 
any money not expended to further the mission of the 
laboratory by the end of the fiscal year is forfeited and 
cannot be used to accomplish future work. 

In addition, BEA is not permitted to run operations in a 
deficit. This puts BEA in a precarious situation if budgets 
don’t come in precisely on target at the end of the fiscal 
year, and adds  pressure at the enterprise level to closely 
monitor budgets throughout the year and make mid-year 
course corrections to complete the year as closely as 
possible to the target. The more clearly the trends are 
understood, the earlier decision makers can make course 
corrections, leading to a greater breadth of available 
options and a more effective use of funds in accomplish-
ing the laboratory’s mission. Without visibility until near 
the end of the fiscal year, investment options are limited 
because of resource constraints. 

Business understanding Data understanding

Data preparation

Modeling

Evaluation

Production

Figure 1: CRISP-DM methodology.
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The other group with a vested stake in understanding 
where the budgets are predicted to stand at the end of the 
budget year consists of work managers. These managers 
are allocated a defined budget at the beginning of the 
fiscal year and are expected to complete a specific amount 
of work within this budget. 

Each month, the cumulative budgets are matched 
against the cumulative actuals. If there is a significant 
variance between budgets and actuals, the work manager 
is required to justify what is being done to accomplish 
the work within the budget. If the work packages are 
over budget, mitigation is used to reduce the overages so 
that they do not inflate the laboratory’s spending. If the 
actual amount spent is significantly under budget and the 
justification for future plans is not adequate, the money 
may be diverted to other projects in the queue. If work 
managers do not have the right level of visibility into the 
budget forecasts, they may be out of balance near the end 
of the fiscal year and have too little or too much money to 
accomplish their assigned tasks.

As part of the first step of CRISP-DM to gain an under-
standing of the business, your team must identify what 
is being measured and understand the project’s criteria 
for success. In the case of INL, we identified the measure 
as the forecasted actuals by month for the remaining 
months of the fiscal year at a level that could be viewed 
by work package and expenditure type. Managers also 
needed to be able to roll up these figures to an overall 
view of the budget (planned and actual) at the enterprise 
level. This target measurement became the dependent 
variable in our budget forecast model. 

The deliverable of any predictive analytics project is a 
model composed of a formula (or set of formulas) that 
can derive future values of the dependent variable. Other 
informational inputs act as independent variables that are 
known at the time of computation to generate a predicted 
dependent variable. 

Activity #2: Data Understanding
Once the business objective is understood and the 
dependent variable is defined, your team must understand 
the data inputs into the model and how that data is cur-

rently stored and structured. This requires understanding 
the potential behaviors that play into the prediction of the 
dependent variable.

As your team starts to identify behaviors associated 
with decision-making activities attributed to budget 
management, it can easily define hundreds or thousands 
of different attributes. It is unlikely that all of these 
attributes will be used in the final model. However, it is 
important to identify a sufficient breadth of measurable 
variables so those with the highest correlation with the 
dependent variable can be readily identified. Sometimes 
obscure data elements have a high impact on the 
outcome, and unless they are identified as part of the data 
understanding step, they will be missed, weakening the 
potential of the end model.

At INL, we looked at many behaviors associated with 
determining future budget estimates. When dealing with 
people and their individual thought processes, we found 
that what is cogent and logical to one group in managing 
their budget may not be so to another group. Even within 
a specific group, there are often many different behaviors 
manifested among managers. It is even possible to see 
divergent behaviors from the same work manager when 
dealing with various specific budgets.

First, we looked at the variance reporting and justifica-
tion process. Work managers do what they can to avoid 
reporting variances; they behave in a way that keeps their 
budgets within the tolerance of variance so that they don’t 
trigger the justification process. To capture this, attributes 
such as whether the work manager was required to fill 
out a variance report in the previous month or how many 
months in succession the work manager has been in a state 
of unacceptable variance were identified and captured.

Second, we looked at the breadth of work packages 
the work manager was responsible for. At INL, the 
work package is the mechanism associated with budget 
allocation. This work package is the lowest component 
of a multi-level work breakdown structure. Every work 
package has an associated work breakdown structure that 
places it in the context of the laboratory’s mission. 
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Work managers often own or have influence over a higher 
level of the work breakdown structure. If they are out 
of variance in one work package, they may move money 
from another work package under their purview to cover 
that variance, or they may shift charges between work 
packages to balance spending, masking the true nature 
of spending within the work package. With some work 
packages, this shifting of budgeted funds or actual spend-
ing is perfectly acceptable and is a viable mechanism for 
managing budget variances. In other work packages, it is 
strictly forbidden due to contractual limitations govern-
ing fund usage. 

In cases where moving money between work packages is 
allowed, managers often view their budgets at a higher 
level than the work package level and forecasts must 
account for the behavior associated with this higher level 
of budget management.

Third, behavior over time is a factor in the decisions made 
by work managers. As the fiscal year comes to a close, 
work managers often become more vigilant about current 
expenditures. This creates peaks and valleys in spending 
patterns. If the variance has been negative, work manag-
ers will scramble in the last months of the fiscal year to 
bring budgets back into alignment. In the opposite case, 
if they are running a positive variance, they will often 
crash schedules or approve procurements that will benefit 
them in the future so they can bring their budget back to 
an acceptable level. 

Such influential behaviors are not limited to the work 
manager. As work is done, there are behaviors related to 
how budgets are used at all levels of the organization. 
Labor is a huge portion of the budget, and each time an 

individual is approved to work overtime or take advan-
tage of personal leave, their behavior alters the usage of 
these budgets. They do not think of their actions in terms 
of budget spending patterns—they are merely focused 
on accomplishing work—but this type of behavior can 
influence budget swings. Although personal leave does 
not change the enterprise view of the budget, it impacts 
the forecasts at the manager level because funding for 
personal leave comes out of a different work package from 
standard labor hours. 

Many of these potential behaviors were identified by 
interviewing work managers across the organization in 
an honest and non-threatening manner. It was important 
that these interviews remain non-threatening or the work 
managers would be inclined to provide answers based on 
expected behaviors and mask their true behaviors to avoid 
being reprimanded. The goal of these exchanges was not 
to correct behavior but to understand its true nature so 
that it could be accurately modeled and forecast.

Once these behaviors were understood, the team looked 
at the data to identify what pieces could be consolidated 
to represent the behaviors as information inputs to 
the model. These inputs do not have to be limited to 
numeric data. Textual and categorical data can be used in 
predicting future values of the dependent variable, but it 
has to be synthesized down to discrete values that can be 
factored into the prediction calculation. 

Key elements associated with data understanding include 
the timing and durability of the data used to train the 
model. As the predictive model is built, its optimization 
will be based on the quality of the input data. If either the 
timing or durability of the data gets out of alignment, the 
model will ultimately be ineffective. 

If the dependent variable was calculated based on a 
particular attribute that was not available until after the 
forecast was made, the result will be heavily skewed and 
will be useless in a production environment. For example, 
when using variance, the calculation can use a previous 
month’s budget variance to predict the outcome of future 
budget, but cannot use the current month’s variance 
because it would not be known. This causes a problem 

The goal was not to correct behavior 

but to understand its true nature so 

that it could be accurately modeled 

and forecast.
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because the prediction of the forecasted actual would be 
calculated prior to the beginning of the month and the 
variance would not be available until after the month was 
complete. Depending on how far out the forecast will be 
calculated, certain attributes will be outside the scope 
of usability from a timing perspective. If the previous 
month’s variance is an input to the model, it will be avail-
able for the next month, but not for successive months 
because the values for their previous-month’s variance 
will still be in the future. 

From a durability perspective, the attributes used in the 
formula must be consistent with the value at the time 
that the forecast would have happened. For example, if 
the demographics of the work manager are an important 
factor in the model, the training set will need to have 
the work manager who was responsible for that period’s 
budget and not the current work manager. If the current 
work manager is superimposed on past budget decisions, 
the results will group past decisions with the current work 
manager. If this is a tangible predictor, the model will 
be trained using incorrect assumptions and behaviors of 
the past work manager’s decision-making process will 
be attributed to the current work manager, leading to 
inaccuracy. 

This second step in the process—understanding the 
data—becomes a foundation for moving forward. If the 
team does not understand what data is important and 
available, their ability to create an effective forecasting 
model will be limited.

Activity #3: Data Preparation
Once the pool of potential attributes is known, your team 
must determine what data is available and what data will 
need to be transformed or cleansed to be consumable. 
Some of the attributes will be relatively easy to determine 
and will come directly from operational systems; others 
will be significantly harder to access and will have to be 
derived or—even more challenging—your team will have 
to determine when processes must change to enable data 
collection. Each informational attribute will have a rela-
tive cost associated with its use in the model, which will 
factor into your team’s final choices among candidates.

Clustering
When the domain of data is too vast, it is often difficult 
for a model to consume it directly. If it can be clustered 
together in groups based on similarity, the model is much 
more likely to be able to consume the derived group 
attribute. In budgeting, the exact size of the budget might 
be useless as a raw number of dollars, but if it can be 
classified into groups such as small, medium, large, and 
enormous, then other behaviors associated with how that 
budget is expended start to take on greater meaning. 

It is also possible that both the exact size and the size 
category can be used in different ways in the model. 
With categorical data, the category will not be a direct 
attribute in the formula, but it will allow for the creation 
of multiple formulas categorizing the data into multiple 
buckets, each with a different formula to produce a 
predictive forecast of the dependent variable.

Filling in Data Gaps
If attribute values are missing on a subset of records, your 
results may be skewed. This is especially common with 
null values in the data set. Nulls can easily be replaced 
with a default value, but the existence of the null could 
have predictive potential in and of itself. One way to 
capture this is to replace the null value with a default and 
create an independent attribute that acts as a flag indicat-
ing that the value was originally null. Both of these 
values can be tested to identify their correlation with the 
dependent attribute. 

Other attributes can be derived from a combination of 
attributes. For example, a postal code can be derived from 
the address. Due to the categorical nature of postal codes, 
they might be more highly correlated to the dependent 

Key elements associated with data 
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variable than addresses alone, so populating missing 
postal codes can increase the effectiveness of the model. 

Eliminating Outliers
Predictive analytics is not as fundamentally based on 
the central tendency theory as is classic statistics, but the 
concepts of mean and standard deviation can be used to 
find significant outliers within the data. Removing these 
outliers may improve the model’s predictive capability, 
but you must be careful to ensure that such removal does 
not mask behaviors that need to be captured. 

For example, if your organization had a large, one-time, 
unbudgeted fine for unacceptable practices and there 
is no indication that this will happen again, you may 
remove the outlier to reduce how it skews the model and 
thus maintain the model’s integrity. On the other hand, 
if a manager is spending significantly more or less than 
their budget, these expenditures might be outside of the 
normal distribution of spending yet are important for 
predicting the spending patterns of this manager or the 
organization as a whole. 

Event-Response Data over Time
Unlike a record in a transactional system (where each 
event lives in an individual record), it is often important 
to flatten historical data into one record that can be used 
in generating the model. With the budgetary policies in 
place at INL, each month’s budget variance is calculated 
and managers are required to justify their spending if their 
variance exceeds a threshold. Having attributes such as 
previous month variance, number of months out of vari-
ance, or average variance for the current fiscal year would 
be important in predicting future spending patterns as 
managers work to bring their budgets back in line.

The Last Three Steps
The first three steps of the process can take as much as 80 
percent of the overall predictive analytics project life cycle 
and often have to be revisited once the project moves into 
later stages. This is because the results of these steps will 
effectively determine the model’s success in achieving 
business objectives. 

With the advances in analytics software over the last 20 
years, much of the work of building out the model is a 
black box using a plethora of advanced mathematical and 
statistical algorithms. The process of actually building the 
model has three major parts that comprise the final three 
steps of the CRISP-DM method: training the model, 
evaluating the model, and deploying the model.

Activity #4: Training the Model (Modeling)
With many model development algorithms available, 
developing a behavior-based model does not require 
significant coding but does require oversight for training 
the model. Training involves taking a historical set of 
data with both independent and dependent variables and 
running it through a commercial or open source solution, 
which in turn builds and optimizes the resulting model, 
which will be the final product to be launched into 
production to predict future values. 

In the data understanding and data preparation phases, 
the goal was to identify a pool of potential independent 
variables that could be used to represent behaviors that 
have an influence on how the organization uses and man-
ages a budget in the performance of work. During model 
development, it is important to determine which of these 
independent variables are most highly correlated with the 
dependent variable and which act merely as noise. Noise 
from unnecessary data elements dampens the ability for 
the model to predict the dependent variable. 

This is where the art aspect of predictive analytics is the 
most critical. The model needs enough information to 
be effective at predicting outcomes, but no more. There 
might be hundreds or thousands of potential independent 
attributes representing different behaviors associated with 
budgetary decision making, but ultimately the best per-
formance is gained by a small subset of those attributes.

With analytic modeling algorithms, there is no silver 
bullet that works in all situations. Based on the nature 
of the data elements and the nature of the problem at 
hand, logistical regression, linear regression, decision 
trees, neural networks, support vector machine (SVM), 
and many other algorithms can be used. Exercise them 
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against the training data to identify which will perform 
optimally within the context of your business problem.

When training the model, your first step is to striate the 
existing set of data into two or more subsets. The first 
subset is the training set of data, which must represent 
the entire population of data because it will train the 
model to perform in all instances. (Note that some 
representative data must also be reserved for evaluating 
the model. More on this below.) 

For our INL project, we looked at the budget forecast-
ing, examined those attributes that were most highly 
correlated to the dependent variable, and made sure that 
our training set fully represented the data in that domain. 
For example, we found that the department to which the 
budget was allocated was highly correlated to the manner 
in which the budget was managed. High-level managers 
had different beliefs with respect to budget manage-
ment, and these feelings permeated those managers’ 
departments. To account for this, we made sure that a 
representative sample of records from each department 
was present in the training data and did not merely 
collect a random sample. 

Sizing the training data is also a balancing act and 
depends significantly on the amount of historical data 
available. Too little data will not allow the models to 
reach maturity and be able to respond adequately to a full 
set of given production inputs. Too much data will overfit 
the model. Overfitting occurs when the model optimizes 
itself so closely to the training data that it performs very 
well with the training set but fails when used on another 
set of data. 

At INL, after much testing and many trials, we 
determined that the optimal solution was a decision tree 
algorithm with the classification of multiple subsets of 
data using attributes such as work package size, organiza-
tion, expenditure type, and type of work (internal versus 
external) to define budgetary buckets of behavioral 
similarities. Within each of these subsets of data, we were 
able to use linear regression to determine a predictive 
forecast for future time periods. 

Activity #5: Evaluation
Once a model has been developed with its formula 
or set of formulas, it must be evaluated to validate its 
performance. 

During the identification of the training set of data, it 
is important to set aside a portion of data to be used in 
the evaluation phase. The evaluation data set(s) and the 
training data must be separate and distinct, because the 
model was developed and optimized using the training 
data. The true test of its effectiveness comes when other 
data, which the model has never encountered, is used to 
produce a forecast. Ensure your test data set embodies a 
good representation of the independent attributes so that 
it can fully test a majority of scenarios that will be found 
in production. 

Unlike production data, test data has known independent 
and dependent variables. It is similar in composition to 
training data, but during evaluation the known depen-
dent variables are withheld from the model. The model is 
presented with the independent variables and generates 
a predicted dependent variable, which is compared to 
the actual dependent variable to determine how well the 
model performed on the test records. Many solutions on 
the market perform the evaluation phase and produce 
reports showing how well each model performed against 
the known set of dependent variables. This is often 
measured in terms of lift or gain against a base level.

If the initial steps of business understanding, data under-
standing, and data preparation are done well, the process 
of training and evaluation can run through multiple 
models using multiple sets of independent attributes to 
quickly identify an optimal prediction model. There will 
rarely be a perfect formula that will match 100 percent 
of the time, but multiple very good formulas will emerge. 
This is the point where other artistic choices have to be 
incorporated. 

For example, two formulas might be close in perfor-
mance: a decision tree and a neural network. Neural 
networks often perform well but are truly black boxes 
that are hard to explain to management; decision trees 
are intuitive and can be graphically represented and 
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explained. The decision tree might be the optimal choice 
in this case because it is easier for senior management to 
adopt, especially in the nascent stages of developing an 
organization’s analytic capability when the organization is 
still uncertain of its full potential. 

Even within a single algorithm type, two models with 
different sets of independent variables may exist that 
perform at similar levels, but one might use an attribute 
that is computationally expensive to achieve during the 
data preparation phase. The overall cost of running the 
model would indicate a preference for the model with 
more highly accessible data points. 

Activity #6: Deployment (Production)
Once the model is derived and vetted, it can be moved 
into production. At this point, the dependent variable 
will be completely unknown and the model will rely 
solely on independent variables to predict outcomes. The 
model will take those independent variables and calculate 
a forecasted dependent variable. 

Since the model was optimized using a set of behaviors 
that existed in the organization in the past, changes to 
the organization in the future will reduce the model’s 
effectiveness. The competitive landscape, government 
policies, management structure or composition, economic 
factors, and public sentiment will evolve over time. The 
behaviors of work managers will evolve as well. 

To monitor this, capture the predicted values of the 
dependent variable and match them against the actual 
dependent variable once the prediction time period is 
complete. When the formula deteriorates to the point 
where it is no longer predicting with the necessary 
accuracy, start the process again and develop a new, more 
accurate model reflecting the changes in organizational 
behavior. This is represented by the outlining circle of 
arrows in the CRISP-DM diagram (Figure 1).

Our organization’s ability to accurately predict how 
future actuals will fall out each fiscal year based on 
budgets is paramount. Idaho National Laboratory’s 
contractual requirements about how budgets are managed 
meant that we had to move beyond simply using time 

and money as the only factors in our prediction model. 
We needed to decompose and measure past behaviors 
and utilize them as components in our model to more 
accurately estimate future outcomes. Through the use 
of CRISP-DM and predictive analytics, we were able to 
derive a model that will meet our needs today and have 
flexibility into the future.  ■
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BI Case Study
Analytic Platform Provides Fast Performance on Big Data

Linda L. Briggs

Customer relationship marketing agencies work with massive amounts of data as 
they help their customers create personalized marketing campaigns from many 
customer lists. After expanding its use of an analytic platform, one industry-leading 
agency can now process more data faster, allowing it to better compete.

As one of the country’s largest and fastest-growing customer relationship 
marketing agencies, Merkle helps Fortune 1000 companies segment their 
customer data to create personalized marketing campaigns. 

Predictably, the customer databases Merkle handles often involve huge 
numbers of records and a wide variety of source data. Furthermore, the 
company keeps each of the many data sets submitted or requested by its 
customers completely separate as it analyzes the data, resulting in multiple 
versions of each customer record. The end result: billions upon billions of 
customer records. For its largest customer, for example, Merkle regularly 
processes 2.5 billion records in a reference database that is constantly being 
added to, matched, and increased.

The company had an older, Linux-based, flat-file architecture, explains VP of 
technology Peter Rogers, but wanted to move to a faster, more efficient, and 
more dynamic data processing environment. Earlier this year, the company—
already a ParAccel user—expanded its use of the ParAccel Analytic Platform, 
which was at the core of its customer data integration application. 

Rogers works with a team of 160 in the technology services group. The team’s 
focus is working with large marketing databases containing reams of demo-
graphic and other information about client customers to allow the companies 
they work with to better segment and target their customers.

Merkle, an early customer of ParAccel, uses the product to interface with 
Merkle’s customer data integration (CDI) platform. CDI platforms, which 
allow entity recognition—recognizing that different e-mail addresses in differ-
ent databases belong to the same person, for example—are a core technology 
in Merkle’s industry and an essential tool for remaining competitive.

With the company growing at close to 20 percent a year, the ability to scale 
is important. ParAccel’s massively parallel architecture allows Merkle to 
predict growth, scale in a linear fashion, and add new clients with node-by-
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node expansion. Merkle can thus 
incrementally add nodes to its 
multiple clusters as needed—unlike 
the approach of an appliance vendor, 
where increased performance calls 
for an additional piece of hardware. 
“ParAccel gives us the ability to add 
nodes on top of our existing clusters, 
so that’s a nice scaling feature,” 
Rogers says. 

Along with improving performance 
and ensuring scalability as the 
company grows, Merkle also wanted 
to find a cost-effective tool that 
returned great performance for 
the price. “At the end of the day,” 
Rogers says, “ParAccel’s ability to 
scale, and the price-to-performance 
[ratio] that we got, made it the best 
decision for us.” Today, Merkle is 
spending about $5,000 per terabyte 
in its ParAccel cluster, Rogers 
says, estimating that a comparable 
database appliance would cost 
between $20,000 and $40,000  
per terabyte.

The expanded application now stores 
200 TB of raw data, compressed 
down to 50 TB on ParAccel. 

A Billion Records a Day
The new system has made a 
tremendous difference in processing 
speed. “We can now process a billion 
records a day on this platform, 
something we weren’t able to do 
before,” in part because the expanded 
platform allows processes to be run 
that much faster, Rogers says.

Another challenge for Merkle is 
dealing with the many data sources 
submitted by the companies it works 

with, which buy data from Merkle 
and other third-party sources as well 
as submit their own customer data. 
“I couldn’t even tell you the number 
of different sources that we process,” 
Rogers says. Merkle aggregates and 
performs calculations on customer 
data from all the various sources 
while keeping each database 
essentially separate.

A ParAccel plus that Rogers 
specifically mentions is the solid 
relationship his company has with 
the vendor; he cites a circumstance 
from several years ago as an example. 
Merkle is largely a SQL Server shop. 
As the company started running into 
size limits on SQL Server, it decided 
to incorporate other, more scalable 
technologies. ParAccel worked 
with Merkle, adding a SQL Server 
interface to the ParAccel engine. 
“That was something we requested, 
and they went and built it right into 
their product for us. I’m sure other 
customers are taking advantage of 
it,” Rogers says, “but I know that 
was something Merkle requested, 
and they put it into their road map 
and built it for us.”

That accommodation was important 
to Merkle because staff members in 
data services had specific SQL Server 
expertise: “We have all these people 
that know SQL Server here,” Rogers 
says. “We have code that we could 
move from those SQL Server boxes 
right onto this platform; [ParAccel 
was] able to build that for us.” 

The columnar technology inher-
ent in ParAccel was also a plus. 
In dealing with so much data, a 

column-oriented database manage-
ment system is helpful because 
it stores data tables as sections of 
columns of data rather than as 
rows of data. This has advantages 
for ad hoc query systems where 
aggregates are computed over large 
numbers of similar data items. In 
Merkle’s case, it allows the company 
to retrieve just those data elements 
needed for a particular analytics 
case. By not reading every row, the 
system can retrieve a subset of the 
data, avoiding parsing through data 
unnecessarily. That in itself can 
provide a huge performance boost.

More Data Sets on Less 
Hardware
With the expanded platform, 
Merkle can also run more customer 
data sets on less hardware, allowing 
the company to process much more 
data than before. “We can process 
more data, and we can process more 
customers on less hardware,” Rogers 
says. With the previous environ-
ment, a server was often required 
for each new customer to keep data 
separate. Although the processing 
load could sometimes be spread over 
multiple servers, Rogers says, the 
process wasn’t as straightforward as 
it is with ParAccel. Now, especially 
for smaller customers, the company 
can use a multi-tenant environment, 
thus saving on servers. 

In fact, Rogers says Merkle overall 
has seen a 25 percent decrease in serv-
ers—and that in the face of handling 
300 percent greater data volumes. 

With its increased firepower, Merkle 
can now offer its clients better 
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matching options, fine-tuning its 
targeted marketing and improving 
conversion rates. The agency is able 
to generate a targeted list of consum-
ers based on more than 100 specific 
attributes for each client’s marketing 
objectives and audience. Merkle 
has added new regions, increased 
the number of analysts accessing 
its system, and moved to daily 
updates rather than the previous 
weekly updates. “We can now offer 
more functionality in the product,” 
Rogers says. “Our matching logic is 
more robust because we have more 
data.” The additional computing 
power in the new platform also 

allows Merkle to use data in more 
granular form, including more 
complex algorithms.

A final benefit Rogers cites: ParAccel 
gives Merkle access to every node 
on the cluster, yielding tremendous 
backup speed. When Merkle started 
dealing with big data, Rogers says, 
it was a struggle to back up some of 
the appliances—all data had to go 
through the leader node, which could 
bring the system to its knees. “ParAc-
cel gives us the ability on the back 
end to be able to access all the nodes 
and to do the backups in a much 
more efficient fashion,” he explains.

As analytics becomes increasingly 
critical to the ability of companies to 
target their customers appropriately 
and pull value from vast amounts 
of data, Merkle’s use of its analytic 
platform provides a clear example 
of how the right software can offer 
significant competitive benefits.  ■

Linda Briggs writes about technology 
in corporate, education, and govern-
ment markets. She is based in San 
Diego. lbriggs@lindabriggs.com
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The Database 
Emperor Has  
No Clothes
Hadoop’s Inherent Advantages over RDBMS 
in the “Big Data” Era

David Teplow

Background
Relational database management systems (RDBMS) were 
specified by IBM’s E.F. Codd in 1970, and first commer-
cialized by Oracle Corporation (then Relational Software, 
Inc.) in 1979. Since that time, practically every database 
has been built using an RDBMS—either proprietary 
(Oracle, SQL Server, DB2, and so on) or open source 
(MySQL, PostgreSQL). This was entirely appropriate for 
transactional systems that dealt with structured data and 
benefitted when that data was normalized.

In the late 1980s, we began building decision support 
systems (DSS)—also referred to as business intelligence 
(BI), data warehousing (DW), and analytics systems. We 
used RDBMS for these, too, because it was the de facto 
standard and essentially the only choice. To meet the 
performance requirements of DSS, we denormalized the 
data to eliminate the need for most table joins, which are 
costly from a resource and time perspective. We accepted 
this adaptation (some would say “misuse”) of the relational 
model because there were no other options—until recently.

Relational databases are even less suitable for handling 
so-called “big data.” Transactional systems were designed 
for just that—transactions; data about a point in time 
when a purchase occurred or an event happened. Big data 
is largely a result of the electronic records we now have 
about the activity that precedes and follows a purchase or 
event. This data includes the path taken to a purchase—
either physical (surveillance video, location service, or 
GPS device) or virtual (server log files or clickstream 
data). It also includes data on where customers may have 
veered away from a purchase (product review article or 
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comment, shopping cart removal or abandonment, jump-
ing to a competitor’s site), and it certainly includes data 
about what customers say or do as a result of purchases 
or events via tweets, likes, blogs, reviews, customer 
service calls, and product returns. All this data dwarfs 
transactional data in terms of volume, and it usually does 
not lend itself to the structure of tables and fields. 

The Problems with RDBMS
To meet the response-time demands of DSS, we 
pre-joined and pre-aggregated data into star schemas 
or snowflake schemas (dimensional models) instead of 
storing data in third normal form (relational models). 
This implied that we already knew what questions we 
would need to answer, so we could create the appropriate 
dimensions by which to measure facts. In the real world, 
however, the most useful data warehouses and data marts 
are built iteratively. Over time, we realize that additional 
data elements or whole new dimensions are needed or 
that the wrong definition or formula was used to derive 
a calculated field value. These iterations entail changes to 
the target schema along with careful and often significant 
changes to the extract-transform-load (ETL) process.

The benefit of denormalizing data in a data warehouse is 
that it largely avoids the need for joining tables, which are 
usually quite large and require an inordinate amount of 
machine resources and time to join. The risk associated 
with denormalization is that it makes the data susceptible 
to update anomalies if field values change. 

For example, suppose the price of a certain item changes 
on a certain date. In our transactional system, we would 
simply update the Price field in the Item table or “age 
out” the prior price by updating the effective date and 
adding a new row to the table with the new price and 
effective dates. In our data warehouse, however, the price 
would most likely be contained within our fact table and 
replicated for each occurrence of the item. 

Anomalies can be introduced by an update statement 
that misses some occurrences of the old price or catches 
some it shouldn’t have. Anomalies might also result from 
an incremental data load that runs over the weekend 
and selects the new price for every item purchased in 

the preceding week when, in fact, the price change was 
effective on Wednesday (which may have been the first of 
the month) and should not have been applied to earlier 
purchases.

With any RDBMS, the schema must be defined and 
created in advance, which means that before we can 
load our data into the data warehouse or data mart, 
it must be transformed—the dreaded “T” in ETL. 
Transformation processes tend to be complex, as they 
involve some combination of deduplicating, denormal-
izing, translating, homogenizing, and aggregating data, 
as well as maintaining metadata (that is, “data about the 
data” such as definitions, sources, lineage, derivations, 
and so on). Typically, they also entail the creation of an 
additional, intermediary database—commonly referred to 
as a staging area or an operational data store (ODS). This 
additional database comes with the extra costs of another 
license and database administrator (DBA). This is also 
true for any data marts that are built, which is often done 
for each functional area or department of a company.

Each step in the ETL process involves not only effort, 
expense, and risk, but also requires time to execute (not to 
mention the time required to design, code, test, maintain, 
and document the process). Decision support systems 
are increasingly being called on to support real-time 
operations such as call centers, military intelligence, 
recommendation engines, and personalization of adver-
tisements or offers. When update cycles must execute 
more frequently and complete more rapidly, a complex, 
multi-step ETL process simply will not keep up when 
high volumes of data arriving at high velocity must be 
captured and consumed.  

Big data is commonly characterized as having high levels 
of volume, velocity, and variety. Volume has always been 

The benefit of denormalizing data in 

a data warehouse is that it largely 

avoids the need for joining tables.
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a factor in BI/DW, as discussed earlier. The velocity 
of big data is high because it flows from the so-called 
“Internet of Things,” which is always on and includes not 
just social media and mobile devices but also RFID tags, 
Web logs, sensor networks, on-board computers, and 
more. To make sense of the steady stream of data that 
these devices emit requires a DSS that, likewise, is always 
on. Unfortunately, high availability is not standard with 
RDBMS, although each brand offers options that provide 
fault resilience or even fault tolerance. These options are 
neither inexpensive to license nor easy to understand 
and implement. To ensure that Oracle is always available 
requires RAC (Real Application Clusters for server 
failover) and/or Data Guard (for data replication). RAC 
will add over 48 percent to the cost of your Oracle 
license; Data Guard, over 21 percent.1 

Furthermore, to install and configure RAC or Data 
Guard properly is not simple or intuitive, but instead 
requires specialized expertise about Oracle as well as your 
operating system. We were willing to pay this price for 
transactional systems because our businesses depended 
on them to operate. When the DSS was considered a 
“downstream” system, we didn’t necessarily need it to 
be available all the time. For many businesses today, 
however, decision support is a mainstream system that is 
needed 24/7.  

Variety is perhaps the biggest “big data” challenge and 
the primary reason it’s poorly suited for an RDBMS. The 
many formats of big data can be broadly categorized as 
structured, semi-structured, or unstructured. Most data 
about a product return and some data about a customer 
service call could be considered structured and is readily 
stored in a relational table. For the most part, however, 
big data is semi-structured (such as server log files or 
likes on a Facebook page) or completely unstructured 
(such as surveillance video or product-related articles, 
reviews, comments, or tweets). These data types do not 
fit neatly—if at all—into tables made up of fields that 
are rigidly typed (for example, six-digit integer, floating 
point number, fixed- or variable-length character string 

of exactly X or no more than Y characters, and so on) and 
often come with constraints (for example, range checks or 
foreign key lookups). 

Like high availability, high performance is an option 
for an RDBMS, and vendors have attempted to address 
this with features that enable partitioning, caching, and 
parallelization. To take advantage of these features, we 
have to license these software options and also purchase 
high-end (that is, expensive) hardware to run it on—full 
of disks, controllers, memory, and CPUs. We then have 
to configure the database and the application to take 
advantage of components such as data partitions, memory 
caches and/or parallel loads, parallel joins/selects, and 
parallel updates.

A New Approach
In December of 2004, Google published a paper on 
MapReduce, which was a method it devised to store data 
across hundreds or even thousands of servers, then use the 
power of each of those servers as worker nodes to “map” 
its own local data and pass along the results to a master 
node that would “reduce” the result sets to formulate an 
answer to the question or problem posed. This allowed a 
“Google-like” problem (such as which servers across the 
entire Internet have content related to a particular subject 
and which of those are visited most often) to be answered 
in near real time using a divide-and-conquer approach 
that is both massively parallel and infinitely scalable. 

Yahoo! used this MapReduce framework with its distrib-
uted file system (which grew to nearly 50,000 servers) 
to handle Internet searches and the required indexing 
of millions of websites and billions of associated docu-
ments. Doug Cutting, who led these efforts at Yahoo!, 
contributed this work to the open source community by 
creating the Apache Hadoop project, which he named 
for his son’s toy elephant. Hadoop has been used by 
Google and Yahoo! as well as Facebook to process over 
300 petabytes of data. In recent years, Hadoop has been 
embraced by more and more companies for the analysis of 
more massive and more diverse data sets. 

Data is stored in the Hadoop Distributed File System 
(HDFS) in its raw form. There is no need to normalize 1 �Based on the “Oracle Technology Global Price List” dated July 19, 2012.
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(or denormalize) the data, nor to transform it to fit a 
fixed schema, as there is with RDBMS. Hadoop requires 
no data schema—and no index schema. There is no 
need to create indexes, which often have to be dropped 
and then recreated after data loads in order to accelerate 
performance. The common but cumbersome practice 
of breaking large fact tables into data partitions is also 
unnecessary in Hadoop because HDFS does that by 
default. All of your data can be readily stored in Hadoop 
regardless of its volume (inexpensive, commodity disk 
drives are the norm), velocity (there is no transformation 
process to slow things down), or variety (there is no 
schema to conform to). 

As for availability and performance, Hadoop was 
designed from the beginning to be fault tolerant and 
massively parallel. Data is always replicated on three 
separate servers, and if a node is unavailable or merely 
slow, one of the other nodes takes over processing that 
data set. Servers that recover or new servers that are 
added are automatically registered with the system and 
immediately leveraged for storage and processing. High 
availability and high performance is “baked in” without 
the need for any additional work, optional software, or 
high-end hardware.

Although getting data into Hadoop is remarkably 
straightforward, getting it out is not as simple as with 
RDBMS. Data in Hadoop is accessed by MapReduce 
routines that can be written in Java, Python, or Ruby, 
for example. This requires significantly more work than 
writing a SQL query. A scripting language called Pig, 
which is part of the Apache Hadoop project, can be used 
to eliminate some of the complexity of a programming 
language such as Java. However, even Pig is not as easy to 
learn and use as SQL. 

Hive is another tool within the Apache Hadoop project 
that allows developers to build a metadata layer on top of 
Hadoop (called “HCatalog”) and then access data using 
a SQL-like interface (called “HiveQL”). In addition to 
these open source tools, several commercial products 
can simplify data access in Hadoop. I expect many 
more products to come from both the open source and 
commercial worlds to ease or eliminate the complexity 

inherent in MapReduce, which is currently the biggest 
inhibitor to Hadoop adoption. One that bears watching 
is a tool called “Impala,” which is being developed by 
Cloudera and allows you to run SQL queries against 
Hadoop in real time. Unlike Pig and Hive, which must 
be compiled into MapReduce routines and then run in 
“batch mode,” Impala runs interactively and directly with 
the data in Hadoop so that query results begin to return 
immediately.

Summary
Relational databases have been around for more than 30 
years and have proven to be a far better way to process 
data than their predecessors. They are especially well 
suited for transactional systems, which quickly and 
rightfully made them a standard for the type of data 
processing that was typical in the 1980s and 1990s. We 
soon found ways to adapt RDBMS for decision support 
systems, which we’ve been building for about the past 
20 years. However, these adaptations were unnatural in 
terms of the relational model, and inefficient in terms 
of the data staging and transformation processes they 
created. We tolerated this because it achieved acceptable 
results—for the most part. Besides, what other option did 
we have?

When companies such as Google, Yahoo!, and Facebook 
found that relational databases were simply unable to 
handle the massive volumes of data they have to deal 
with—and necessity being the mother of invention—a 
new and better way to process data for decision support 
was developed. In this age of big data, more companies 
must now deal with data that not only comes in much 
higher volumes, but also at much faster velocity and in 
much greater variety. 

Relational databases are no longer the only game in town, 
and for decision support systems, they are no longer the 
best available option.  ■
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 Experts’ Perspective
A Golden Opportunity or a Risky Move?

Rob Armstrong, Jim Gallo, and Steve Williams

Eric McCarthy graduated with a computer science degree 10 
years ago and worked as a database specialist for three years. 
He then earned an MBA and has worked as a BI specialist ever 
since. Eric heads the BI application development team for his 
current company. 

A couple of months ago, a headhunter contacted Eric about a BI director 
position. Eric had an initial interview with the company and thinks that he 
will be offered the job. Although he is interested in becoming a BI director, 
he is uncertain whether this is the right opportunity. 

BI is well developed in Eric’s current company, which is well along the BI 
maturity curve. In contrast, the BI program at the other firm is still in its 
infancy. Decision support data is scattered across several independent data 
marts, and most analysis is performed using Excel. Eric doesn’t mind work-
ing hard, but he doesn’t want to take a job where the chances for success 
aren’t good. 

Please help Eric think through this opportunity by answering these ques-
tions:

1. What are the factors or conditions that are important for BI success?

2. �Which of these factors are “deal breakers” and which ones can be 
overcome with hard work?

3. �What are some of the questions that Eric should ask (of himself or of the 
new company) before making a decision?

4. �If Eric decides he wants the position, what are the key points (about the BI 
environment, the company’s plans, expectations, and so on) that should 
be agreed upon with management before he accepts?

Rob Armstrong is director of data 
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Jim Gallo is national director of 
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Steve Williams is president of 
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ROB ARMSTRONG
This is an interesting question; 
I have been in just this position 
twice in the past! The fact that 

I am still with Teradata indicates 
that there was a “deal breaker” in 
each situation. With that said, let’s 
explore some of Eric’s questions.

1. What are the factors or conditions 
that are important for BI success? 

Several major factors should be 
considered. Number one is com-
mitment from the new company 
and executives to the BI program. 
There should be a defined vision 
that is supported across the entire 
executive team.

Part of the vision includes identify-
ing what the new company sees as 
the purpose or scope of “business 
intelligence.” Is it simple reporting 
and analysis? Does it extend into 
real-time data that is interrogated 
with predictive tools?  Are the 
enterprise’s operational processes 
driven by actionable data? Does the 
new company envision a goal of 
self service from the business users, 
or simply an IT project to reduce 
costs and consolidate systems? The 
answers to these questions will 
provide important signals about the 
job that lies ahead.

Another factor to consider is the 
tools and skill sets of people at the 
new company. Although the current 
environment is in its infancy, there 
may be qualified individuals who 
can help Eric succeed. However, 
even the best people cannot make 
up for inadequate tools.

2. Which of these factors are “deal 
breakers” and which ones can be 
overcome with hard work? 

The deal breaker is the level of execu-
tive commitment to giving Eric the 
support he needs. Without a strong 
executive sponsor who can champion 
the funding of BI efforts, Eric is 
only setting himself up for failure, 
regardless of how hard he works. 
One indication of this support is the 
reporting structure (whether on the 
business or technology side) that Eric 
would be a part of.

Not quite a deal breaker, but 
close, is the existence (or lack) of a 
cohesive, agreed-upon goal state. If 
the new company is frustrated with 
its current situation and is looking 
for a new direction, then executives 
should be able to document the gaps 
between what they have now and 
where they want to be.

The issue of skill sets and tools can 
be overcome with time and effort. 
In some situations, it is not even 
a matter of hard work—it’s just 
executing on a plan. These are not 

deal breakers as long as Eric has 
strong commitment from manage-
ment to resolve the shortcomings.

3. What are some of the questions 
that Eric should ask (of himself or of 
the new company) before making a 
decision?
 
Eric should start by asking why 
the current BI director is leaving. 
Is she being promoted, indicating 
she has done a good job? Is she 
being let go, indicating the current 
solution is viewed as unsuccessful? 
Is she retiring or simply moving to a 
new opportunity? The answer may 
indicate how the company views the 
current environment from a plan 
and execution perspective.

Eric also needs to understand how 
the new company prioritizes its 
funding, because he will need time 
and money to succeed. How is the 
budget already allocated and how 
was the total budget determined? Is 
the current solution seen as provid-
ing return on investment (ROI), and 
how is that money being reinvested? 
What ROI do the business and 
executives expect from their BI 
environment, and how much is that 
worth to them?

Eric should also understand his 
ability to hire new skill sets or to 
reorganize his team to remove 
doubters and those unable to execute 
his plan. If he is going to have such 
authority, then Eric should consider 
his network of other BI professionals 
and how well he can attract new 
people to this company.

Without a strong 

executive sponsor to 

champion funding  

of BI efforts, Eric is 

only setting himself  

up for failure.
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On the personal side, Eric must 
consider whether this new 
opportunity is a challenge for him 
and something that will make a 
difference in his career, or whether it 
is simply “the next job.” He should 
also investigate whether he could get 
the same opportunity with his cur-
rent employer, thereby keeping his 
seniority and any company benefits 
he may have due to his tenure.

4. If Eric decides he wants the 
position, what are the key points 
(about the BI environment, the 
company’s plans, expectations, 
and so on) that should be agreed 
upon with management before he 
accepts?
 
As mentioned, one key agreement 
needs to be the vision that Eric 
is expected to deliver. This will 
either need to be created or refined 
depending on the visioning work 
that has already been done at the 
new company. 

I would go as far as recommending 
that Eric present a goal state prior 
to taking the job. Eric can lay out a 
proposed plan, and if it is accepted, 
he can hit the ground running. If 
the vision already exists, then Eric 
should be able to read through that 
plan to ensure it agrees with what he 
would want to champion.

The other aspect that needs to be 
agreed to up front would be the 
time frame that Eric has to show 
success and how that success will be 
measured.

Finally, although there are no 
indications in the scenario about 
Eric’s personal life, he does need to 
consider the impact this new job 
will have on his family. That can be 
a whole new topic in itself!

JIM GALLO
Several key factors and conditions 
are important for BI success:

■■ Business executives are willing 
sponsors of the BI program and 
have a fundamental belief that 
the solution will drive real value

■■ BI content is driven from the top 
down and is based on a set of 
core metrics that are shared both 
vertically and horizontally across 
the organization in such a way 
that day-to-day tactical deci-
sions are aligned with strategic 
objectives and drive individual 
accountability

■■ Executives are purposeful in 
articulating the importance of 
the BI solution and are willing 
to drive the organizational 
change needed to treat data as 
an enterprise asset that is not 
“owned” by any individual or 
department

■■ The organization recognizes that 
BI solutions are not a series of 
independent projects but rather 
a holistic program that requires, 
to some degree, a continuous 
and centralized funding model 
for things such as technology 
acquisition and salaries for a core 
team of employees

■■ Business users are willing to be 
active participants in solution 
delivery and data governance 
activities

■■ The IT organization accepts that 
there are fundamental differences 
in the way BI solutions are built 
and does not try to force-fit BI 
delivery methods into a systems 
development life cycle (SDLC) 
that was designed for application 
development

“Deal breakers” include a lack of 
business sponsorship at the executive 
level, an unwillingness on the part 
of the business leaders to drive 
organizational change, and a poorly 
defined funding model. These are 
clearly out of Eric’s control and need 
to be agreed upon before he accepts 
the position.

It’s clear that there’s a lot of hard 
work ahead of Eric if he accepts the 
job. The following items will require 
his attention. 

First, he will need to define the 
BI vision and road map, and, if 
necessary, he may help institute a 
framework for both program and 
data governance. He will need to sell 
the importance of a metrics-driven 
organization where data is viewed as 
a shared asset and where responsibil-
ity and accountability play a critical 
role in the organization’s success. 

Finally, he will need to formulate 
a delivery model that allows the 
business to be active participants 
in the solution without becoming 
burdensome. I suggest that Eric 
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work to establish an agile delivery 
framework that addresses the lack 
of clarity that is typical in most BI 
solutions. He should use a business-
driven approach that articulates the 
pronounced differences between 
designing and building software 
applications versus BI/DW solutions.

Assuming he gets the answers 
he’s looking for from the hiring 
organization so far, Eric should have 
an honest dialogue with himself, 
specifically asking:

Is he ready to assume the mantle of 
leadership? 

Moving from head of BI applica-
tions to a director’s position 
requires a higher degree of technical 
and interpersonal skills. On the 
technical front, Eric needs to be 
confident that he has the ability to 
create a technical vision that is both 
evolutionary and practical and that 
he has the technical wherewithal 
to articulate a solution that is both 
scalable and sustainable.

Does he have the interpersonal skills 
and confidence in his ability to set 
expectations and sell the solution? 

Eric will need to sell the ideas, 
concepts, and value proposition of 
a holistic solution—particularly to 
those individuals who are used to 
doing things their own way. Change 
management and expectation setting 
are imperatives that Eric will have to 
deal with.

Any road map takes time and 
money to bring to fruition. Eric 

needs to assure himself that he can 
deal with the duality of a long-term 
program that also needs to show 
short-term value.

He will need to build a team of 
like-minded individuals whose 
goal is to deliver value every step of 
the way. Eric needs to ensure he’ll 
be able to recruit and hire at least 
some BI/DW veterans and will not 
have a team consisting only of BI 
neophytes.

Finally, Eric will need to play 
politics. Unfortunately, this may be 
the skill he’ll need to draw upon the 
most. He must be able to identify 
and deal with the naysayers who 
believe they’re losing control and 
clout when an enterprise solution 
moves to the forefront, as well as 
with the myriad of product vendors 
who will do their best to outmaneu-
ver Eric every step of the way.

If Eric decides he wants the position, 
what are the key points (about the BI 
environment, the company’s plans, 

expectations, and so on) that should 
be agreed upon with management 
before he accepts? 

First, Eric should find out the name 
of the individual who will serve as 
his executive sponsor and who will 
be an active participant in helping 
him drive the necessary organiza-
tional changes. If possible, there 
should be an agreement that the 
sponsor’s compensation will depend, 
at least in part, on the success of the 
BI program.

Eric and management should agree 
on the organization structure. To 
whom will Eric report? The job title 
of “director” has different meanings 
depending on the organization. 
Eric should make sure that he will 
not be buried within another IT 
organization such as application 
development or architecture. At best 
he should seek to report directly to 
the CFO or COO and at worst the 
CIO. If this is not the case, then he 
should question his decision-making 
authority and ability to directly 
foster and maintain relationships 
within the organization.

Next, Eric should seek agreement 
on the company’s willingness to 
allocate sufficient budget for initial 
capitalization of the infrastructure 
and to support a core team of BI 
professionals. Because the organiza-
tion will be moving away from 
spreadmarts and Excel, Eric needs to 
make sure there is sufficient funding 
to purchase the core elements of 
the solution, including hardware, 
database, data integration, and 
analytics tools. Ideally, he should 

Eric will need to 
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seek a commitment regarding the 
actual amount that the business has 
budgeted for the BI program for 
both infrastructure and staff.

Another important point is the 
breadth and depth of his authority 
for making key decisions, including 
architecture, selecting products, and 
instituting the appropriate delivery 
methodology.

Finally, he should identify the roles 
that will be contained within his 
group versus working within a 
matrix-based model. Eric should 
insist that, at a minimum, the 
following roles be full-time members 
of the BI group: BI architect, data 
modeler, business analysts, ETL 
developers, and BI tool developers. 
He needs to make it clear that this 
isn’t about “empire building,” but 
rather about the need to direct 
resources that do not have conflict-
ing priorities and organizational 
objectives.

Once Eric has come to an under-
standing of all these items, he needs 
to find out how both he and the BI 
program will be measured. That 
is, he needs to make sure that his 
authority and responsibilities will be 
in alignment.

If Eric is confident in his ability 
to drive change and to wear a 
salesman’s hat, and he gets the 
business commitment he needs 
for success, he should jump at the 
chance with the new employer. If he 
gets half-hearted answers from the 
hiring organization, or if they are 
unwilling or unable to provide the 

commitments he’s looking for, he 
should walk away from the offer. 

If, after all is said and done, he’s still 
a bit uncertain about which way to 
go, then he should follow what his 
gut is telling him. After more than 
30 years in the industry, I’ve found 
this to be the best indicator of what 
lies ahead.

STEVE WILLIAMS
My BI strategy work with leading 
companies has uncovered many 
reasons why BI and analytics 
initiatives come up short. Some are 
technical, but many are business or 
organizational reasons. For Eric, I’ll 
focus on five strategic barriers to BI 
success that I wrote about in Strategic 
Finance magazine in July 2011. 

The road to BI success is much 
like that of many other enterprise 
performance improvement 
initiatives. Whether the goal is 
improved financial results, enhanced 
customer service, reduced operating 
costs, or any of the many other 
improvement initiatives companies 
undertake, success demands very 

skillful general management and 
change management. Accordingly, 
it is important for BI initiatives to 
identify key barriers to success and 
make plans to overcome them. These 
barriers include:

1.	 Confusing BI terminology and/or 
unclear value propositions. If the 
top people in a company do not 
understand what BI is and how 
it can create business value, they 
won’t fund it at a level that is 
conducive to success. Eric should 
look for evidence that key people 
in the new company understand 
that BI is an important profit 
improvement tool. If there are 
BI or analytics goals in the 
company’s strategic plan, that 
is a good sign. If not, Eric may 
be able to overcome this barrier 
through executive education and 
prototyping.

2.	 Unclear BI mission. Companies 
compete in a variety of ways, 
and targeted BI uses should be 
consistent with business strate-
gies and competitive dynamics. 
Some industries are complex and 
information-intensive, which 
enables innovators/leaders to 
create a competitive advantage 
based on superior use of BI  
and analytics.  
 
Eric would be well served to 
investigate the industry and 
determine whether the new com-
pany is trying to: (a) achieve a 
BI-based competitive advantage; 
(b) achieve competitive parity; (c) 
simply enhance its own strategic 
execution; or (d) simply make 
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sure that its BI capabilities do 
not impede strategic execution. 
Without a clear BI mission, the 
company is likely to under-invest 
and/or meander around the world 
of BI without a clear purpose. 
Eric may be able to overcome this 
barrier through industry analysis, 
competitor analysis, company 
analysis, and executive education 
aimed at obtaining a clear BI 
mission and charter. 

3.	 No clear link between business 
strategy and business processes.  
BI and analytics create value  
by improving management, 
revenue generation, and 
operating processes that drive 
incremental revenues and/or 
reduce operating expenses. These 
linkages can be identified and 
defined through a systematic BI 
opportunity analysis.  
 
Eric should determine whether 
the new company has done such 
an analysis or would be willing to 
do so if he accepts the expected 
offer. If the answer to those 
questions is “no,” Eric may be 
able to overcome this by forming 
informal alliances with key busi-
ness executives who are forward 
thinking and desire to leverage 
BI to improve their results. 

4.	 No burning platform. Many 
companies have succeeded for 
years without much in the way 
of BI—except for the usual 
hodgepodge of departmental 
databases, spreadsheets, and 
manually intensive, one-off 
analyses that take weeks instead 

of seconds. Eric would be well 
served to investigate the new 
company’s industry position, 
financial performance, and 
business leader attitudes toward 
BI. Absent a burning platform, 
BI ambitions may be limited, 
funding may be tight, and BI 
projects may be limited in scope 
and potential business impact. 
This is probably the hardest 
barrier to overcome, and unless 
Eric is a great salesman, he may 
want to consider this factor to be 
a deal breaker.

5.	 Gaps in business-IT alignment.  
Rare is the company where 
business leaders and managers 
report that IT is easy to work 
with and gets work done quickly 
and inexpensively. Equally rare 
is the company where those same 
leaders and managers engage to 
the degree that is required for the 
BI team to design and build what 
the business units desire. The 
challenge, then, is to design the 
appropriate processes and mutual 
expectations to overcome the 
usual business-IT alignment gaps.  
 
Eric should explore this subject 
with both business and IT people 
so he can determine the extent 
of the gap in the new company 
(assuming there is one) and make 
a judgment as to whether that 
gap can be overcome. Eric may 
be able to overcome this gap by 
building alliances with business 
counterparts who are hungry for 
BI and analytics.

More broadly, a fundamental 
question for Eric to ask himself is 
whether he is looking for career 
stability (stay with current employer) 
or a career challenge (the new 
company). If he is looking for a 
challenge, he is right to make sure he 
has a reasonable chance of success. 
Agreements he should seek include 
budget, staffing latitude, direct 
access to business stakeholders,  
BI development methodology (and 
waivers from standard SDLC if 
needed), and control over  
IT resources.  ■
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Is “In-Memory” 
Always the Right 
Choice?
Selective use of “in-memory” technology 
is key to finding the right balance between 
managing exponential data growth and 
supporting in-time business decisions.

Katrina Read

Abstract
Data volumes are growing exponentially. Whether you’re trying 
to make sense of the 12 terabytes of tweets created each day 
to better understand campaign effectiveness or collecting 
350 billion annual meter readings to better forecast power 
consumption, there is no question that the amount of data 
available to us is increasing at a rate faster than our ability to 
consume and derive insight.

At the same time, business users are demanding instanta-
neous answers to their analytical questions. Organizations are 
encouraging decision makers to substantiate their intuition 
with fact- and data-driven insight—a futile effort if informa-
tion is not available as needed to make key decisions. Although 
executives want to support fact-based decision making, they 
know they can’t do it with complex, hard-to-use tools that 
require extensive IT handholding. For time-sensitive processes 
such as responding to a customer who has contacted the call 
center, data must be accessed and analyzed within minutes 
to be able to take the right action. The traditional approach 
of storing information in a data warehouse for retrospective 
analysis simply won’t cut it.

Faced with these opposing forces, it’s easy to fall into the 
trap of thinking that “in memory” is the answer to everything. 
Promising faster query response times and insight at the 
speed of thought, many vendors tout in-memory analytics as 
the silver bullet to performance issues often associated with 
traditional data warehouses. Coupled with the recent decline 
in the cost of memory, there has been a renewed interest from 
enterprises of all sizes as they strategize how in-memory will 
feature in their business intelligence road maps.
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In-Memory Analytics Defined
In-memory analytics is an approach to querying data that 
resides in a computer’s random access memory (RAM), as 
opposed to querying data that is stored on physical disks. 
Essentially, in-memory analytics works by bringing data 
physically closer to the central processing unit (CPU) 
and eliminating the need to run expensive disk-seek 
operations each time a data look-up is requested. There 
is no need to page data in and out of memory—it waits 
patiently at your fingertips, ready to be interrogated, 
serving significantly faster query performance.

When a user runs a query against a traditional data 
warehouse, the query goes to a database that reads 
information from multiple tables stored on a server’s hard 
disk and processes and aggregates the data in memory 
(see Figure 1).

Most existing database management systems provide 
some form of in-memory caching to help reduce the 
number of disk reads needed to service user queries. In 
this basic form, data blocks are kept in memory based on 
caching rules such as when they were last accessed or how 
often they are accessed. As users interact with and inter-
rogate data across multiple dimensions and time horizons, 
only a subset of the data required might be found in the 

data cache at any one time, reducing the performance 
gains that can be delivered using in-memory technology. 

By contrast, in-memory analytics first loads all informa-
tion into memory. As a result, all user queries are serviced 
in memory without requiring calls to retrieve data from 
physical disks. This provides significant performance 
gains—anywhere from 10 to 1,000 times faster than the 
traditional query approach. See Figure 2.

There are multiple flavors of in-memory analytics avail-
able—from relational-based systems to in-memory online 
analytical processing (OLAP) platforms. Each focuses 
on answering different types of questions, but all can 
benefit from performance improvements when processed 
in memory instead of on disk. However, in-memory 
multidimensional platforms store information in a form 
that provides superior analytical performance—above 
and beyond what would be experienced by simply loading 
existing structures into memory. When coupled with 
write-back capabilities, multidimensional platforms 
can also provide the foundation for “what-if” scenario 
modeling and forecasting at the speed of thought.

In-memory analytics can be supported at the platform 
level or within a BI tool on the end user’s desktop. When 

The traditional approach to querying 
data starts with the user or tool 
issuing a request for data.

The database checks if the data 
exists in an in-memory cache. If not 
cached, the database issues a 
request to read the data from disk.

The results are aggregated and sent 
back to the user.

If the information is not exactly what 
the user wants, they reissue another 
request and start the process again.

This can be a very slow process and 
makes ad hoc analysis and scenario 
modeling very dif�cult.

Request

Cached 
in memory?

No

Aggregate and summarize

Retrieve data from disk

With in-memory analytics, the data 
is �rst loaded into memory ready 
for analysis.

The user issues requests for data 
and interacts with the results with 
instantaneous response.

This provides the ability to analyze 
and evaluate business scenarios at 
the speed of thought.

Request and interact

Aggregate and summarize

Retrieve data from disk

Figure 1: Traditional query approach. Figure 2: In-memory query approach.
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supported on the desktop, a subset of data is deployed to 
the end user’s PC to provide lightning-fast response for 
simple reports and ad hoc analysis. Performance gains are 
achieved by minimizing and/or eliminating unnecessary 
disk reads, as well as by avoiding network and server 
requests for additional data. This type of deployment is 
generally suited only to small data sets, as it is restricted 
by the memory resources available on the end user’s PC.

More commonly, in-memory analytics is deployed to 
the server or platform responsible for supporting the BI 
tools. This approach supports larger volumes of memory 
(and therefore larger volumes of data that can be stored 
in memory), provides easier maintenance and control 
over which data sets are supported using in-memory 
technology, and delivers performance gains to a broad 
range of users as opposed to a single end user. The focus 
of this article is on providing enterprise-level, in-memory 
analytics, delivered via a platform approach.

In-memory analytics also benefits from loading data into 
memory using advanced compression algorithms. Such 
compression provides much-needed scalability that was 
missing from initial in-memory platforms. Decompress-
ing the data for requests requires processor cycles, but the 
impact is still far less than the processing capacity that 
would be required to retrieve and process the same data 
from disk.

An additional benefit of managing analytical data in 
memory is the elimination of some traditional maintenance 
activities. Unlike with a disk-based data warehouse, faster 
performance is not dependent on data indexing or pre-
computing aggregate data. This simplifies design and allows 
faster implementation of business intelligence and analytic 

applications. It also reduces the time and effort required to 
maintain the ongoing performance of the system. 

“In Memory” Is Not Always the Right Answer
With superior performance and reduced maintenance 
effort, it’s easy to understand why many would turn to 
in-memory technology to support all of their analytical 
needs. However, “in memory” is not always the answer.

First and foremost, organizations with low data volumes 
and basic reporting requirements may not have the 
business case to justify investment in in-memory technol-
ogy. If traditional methods of storing and accessing data 
are meeting current business needs, there is no reason 
to introduce unnecessary complexity into the business 
intelligence footprint.

Size does matter. The introduction of 64-bit technology 
delivered the ability to address more than 4 GB of memory 
and provided much needed scalability. (In fact, if your 
organization is not yet using 64-bit technology, don’t 
even consider in-memory analytics.) Today, in-memory 
technology provides support for terabytes of data, with the 
potential for loading an entire data mart. 

However, the implications of growing your database 
one bit more than the memory on which it’s run can be 
catastrophic—requiring system recovery, redesign, and 
reprioritization of the data that will be made available to 
the business. There are other technologies on the market 
more appropriate for dealing with big-data solutions that 
analyze petabytes of data.

Providing high availability and disaster recovery are 
still, to some extent, untested in the realm of in-memory 
analytics. Some vendors have managed to provide 
persistent data stores in case of failure, as well as incorpo-
rate hardware failover solutions. However, with few tried 
and tested implementations in the real world, all would 
agree that the ability to provide a fault-tolerant solution 
requires meticulous planning and architecture design. 

Memory is cheap; deploying in-memory analytics across 
your entire data infrastructure is not. Although the cost 
of memory has fallen significantly over the past few 

Today, in-memory technology 

provides support for terabytes of 

data, with the potential for loading 

an entire data mart.
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years, and will continue to do so, the cost of in-memory 
technology has not necessarily followed the same trend. 
Some vendors have only just released in-memory technol-
ogy to the market, meaning their products are priced at a 
point to recover research and development costs. Pricing 
can range anywhere from $25,000 for an in-memory 
analytic and planning solution to over $25 million for 
an in-memory transactional database. Given the high 
cost of some solutions, the return on investment may be 
outweighed by the total cost of ownership.

Furthermore, in-memory analytics doesn’t make sense 
for some traditional business intelligence functions. For 
example, scheduled reports that summarize vast amounts 
of historical information don’t need to be delivered in 
such aggressive response times and can continue to be 
serviced from a data warehouse. The same argument can 
be applied to compliance reporting activities that are 
conducted annually and compiled over a period of weeks 
or months.

There are clear and significant benefits to using in-
memory technology. Organizations looking to deliver 
insight about different business groups in time to take 
action need to consider the use of in-memory analytics 
to complement—not necessarily replace—traditional 
data warehouses and marts. This begs the question: How 
do you know which data is best suited to in-memory? 
Feedback from business groups is often a good indicator 
of areas that could benefit from performance gains. 
However, we also need to consider which subject areas 
could deliver the most business value if they were made 
available with instantaneous response.

Recency, Frequency, Monetary (RFM)
To understand which data candidates are suitable for 
in-memory analytics, we employ a method that is 
traditionally used to rank customers in the world of mar-
keting—RFM analysis (recency, frequency, monetary). 
The goal of RFM data analysis is to identify the best 
candidates for deploying and managing in memory to 
support in-time business decisions within the constraints 
of infrastructure budgets. In this case, RFM stands for:

■■ Recency: How recently was the data updated at the 
source?

■■ Frequency: How often is the data needed to support 
business decisions?

■■ Monetary: What is the financial impact of this data not 
being available at the time a decision is made?

Recency deals with the currency of data. Information 
that needs to be kept up to date with source systems is 
not always a good candidate for in-memory analytics. 
For example, when an automated teller machine requests 
the balance on a customer’s account, it is imperative the 
number received is up to date with all transactions. If this 
information is being managed in memory, there is a risk 
that transactions in the past hours/minutes/seconds have 
not yet been reflected in the balance, making it easier for 
the customer to withdraw money to which he or she is 
not entitled. 

Frequency accounts for how often the data is needed to 
support business decisions. The argument for in-memory 
is that we can improve overall performance by loading 
data that is accessed most often in memory and increas-
ing the number of times a user request can be serviced 
without accessing physical disks.

However, recency and frequency on their own can create 
a bias for regular reporting activities and draw attention 
away from high-value insight. Typically, they are repeat-
able reports that can be scheduled and processed using a 
traditional data warehouse, then published for access by 
business groups.

The monetary component accounts for the financial 
impact of the data not being available in time to take 
action and is arguably the most important of the three. 
For example, an analyst might evaluate the opportunity 
cost if information is not available in time to make an 
informed decision and the wrong decision is made, or if 
a better decision would have been possible. These subject 
areas tend to be associated with analytical decision sup-
port systems and are the focus of innovation and gaining 
a competitive edge.
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Data subjects can be scored against each of these 
three categories and the intersection ranked from best 
candidate for in-memory analytics (most recent, greatest 
frequency, and highest value to the business) to least 
valuable (least recent, least frequent, and lowest value). 
This provides a priority list that identifies where the 
most value can be gained from leveraging in-memory 
analytics—starting from the top and working down 
until the IT budget is spent.

In this process, we find that subject areas related to 
customer insight, performance scorecard, and planning 
and forecasting activities provide the highest value to the 
business when supported using in-memory technology. 
Subject areas supporting compliance reporting provide a 
less compelling business case for in-memory investment. 

We also distinguish between the predictive models created 
for analytical decision support and the customer insight 
derived from such models. This is because they have 
different data requirements—the former requiring an 
extensive range of subject areas across long time horizons 
to create the predictive model, and the latter combining 
the results of the model with the customer’s profile.

It’s also important to note that RFM data analysis results 
can vary over time. Subject areas that are frequently 
accessed cyclically may provide good candidates for in-
memory analytics during times of peak access, reverting 
to traditional disk-based systems during off-peak periods 
so that other subject areas can make use of in-memory 
performance improvements.

Summary
As data volumes grow, decision makers are demanding 
instantaneous insight to help them make more informed 
decisions—even as they are supported by IT departments 
with diminishing budgets. “In memory” is not the answer 
to every analytical business problem. However, with 
in-memory scalability increasing, and the cost of memory 
in decline, in-memory analytics should play a role in 
every organization’s analytical road map.

The real value of in-memory analytics is delivered to the 
people who have to make decisions quickly and don’t 

have time to wait for disk reads. Vastly shortened query 
response times put much-needed insight in the hands 
of decision makers at the time they need to make a 
decision—whether in the boardroom or at the point of 
contact. To understand which subject areas are the best 
candidates for in-memory analytics, we need only look 
to the RFM data analysis technique to understand the 
value of having that information readily available at our 
fingertips.

When considering an investment in in-memory technol-
ogy, look for solutions that provide complementary use of 
in-memory and disk-based analytics to provide flexibility 
for IT and a consistent experience for business groups. 
The future of analytics lies in technologies that leverage 
the benefits of both disk-based and in-memory process-
ing to deliver the full spectrum of analytical insight to 
business groups in time to take action.  ■
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The Philosophy of 
Postmodern Business 
Intelligence
Frank Buytendijk

An article about philosophy in TDWI’s Business Intel-
ligence Journal, a magazine for practitioners, might seem 
out of place. I would argue it is not. The faster the rate 
of innovation, the greater the need for a philosophical 
approach. Today, big data, mobile, social media, and 
cloud computing trends are having an enormous effect 
on how we view our profession, run our businesses, and 
even live our lives. These trends move so fast that we have 
trouble organizing for them. Sometimes it seems these 
technologies develop autonomously and all we can do is 
react and pick up the pieces. How do we deal with that?

Best practices describe solutions for yesterday’s problems; 
they don’t help. Given a lack of external help for new 
problems, we need to rely on what we feel is best and 
organize the debate to come to new common points of 
view. This is the essence of philosophy. 

Becoming Better Professionals
Philosophy also helps us become better BI/DW profes-
sionals for several reasons. First, philosophy teaches us 
how to think: how to judge a line of argument, evaluate 
objections, and reason in a logical way. In the words of 
Socrates, “If I can follow good arguments wherever they 
lead, then my thinking perhaps improves, and I may 
reduce the degree to which I fool myself.” 

Concepts such as deduction and induction were derived 
from philosophy. Deduction is the process of taking a 
general idea or rule and applying it to certain circum-
stances; induction is the opposite approach—collecting 
as many observations as possible on a certain phenom-
enon and trying to create an overall theory that explains 
all observations.
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It is practical to know when to apply each style of think-
ing. For instance, applying a methodology for building 
a business case is deductive; requirements gathering 
requires inductive thinking. Although IT people are often 
strong conceptual thinkers, studying philosophy would 
help them stand on the shoulders of giants.

Second, philosophy teaches us that there are different 
ways of thinking and that several ways might be equally 
logical, convincing, and even valid. Consider the compet-
ing factions in organizational goal setting. One school 
of thought is that the ultimate goal of every business 
is to create and optimize shareholder value because the 
business is owned by its shareholders. Another school 
of thought reasons that the goal of an organization is to 
sustain itself, like any other living organism as part of an 
ecosystem. Therefore, it should focus on stakeholder value 
and view profits as merely the oxygen required. Neither of 
these logical positions is easy to disqualify.

Finally, once we understand that there are multiple 
ways of thinking, we can examine and question our 
own thinking as well. We may discover that long-held 
preconceptions don’t hold up, and we may have to change 
our fundamental beliefs as a consequence. This can be 
unsettling, but it leads to a higher level of thinking: meta-
thinking. Philosophy helps us think about how we think. 
Once we master that, or at least apply it, our ideas will be 
more creative and multidimensional, and we’ll be able to 
test them against multiple views and scenarios. 

Different Ways of Thinking
It is surprisingly difficult to accept that you can separate 
a person from his or her ideas. The story of Carneades 
confirms this. Carneades, one of the heads of the 
Academy originally founded by Plato (in 385 BCE), was 
sent on a mission to Rome in 156 BCE. He decided to  
combine the mission with a series of lectures. Because 
Greek philosophy was popular in Rome in those days, 
there was considerable interest. During the first lecture, 
Carneades explained the views of Aristotle and Plato, 
which people were thrilled to hear. In the second lecture, 
Carneades reasoned the complete opposite perspective 
and was equally convincing. 

His point was not to prove Aristotle and Plato wrong 
but to show the skeptics that there are different ways 
of thinking. This caused consternation among Roman 
politicians, especially senator Marcus Cato, who felt such 
independent thinking was a bad influence on Rome’s 
youth. He complained to the Senate, claiming that it was 
better for the people to simply obey the law. As a result, 
Carneades was sent home.

Fast forward to the 21st century. Surely, we must have 
progressed? A few years ago, I participated in what we 
called a “dialectical debate” as a conference keynote for 
TDWI Europe. My co-presenter, Wayne Eckerson, and 
I came up with the idea of taking opposing views in 
reaction to propositions from the moderator of the confer-
ence. Then we would switch sides and equally vigorously 
argue our opponent’s view, bringing new arguments to 
the table. We even visualized this by holding up red or 
green cards to indicate if we were arguing for or against a 
proposition. Although the attendees were amused (at least 
that much has improved in two millennia), they were 
also confused. They insisted that we share what we really 
believed. What did we believe? Well, all of it!

Let’s apply some philosophical schools of thought to the 
world of business intelligence and data warehousing. 
I will concentrate mostly on one school of thought: 
postmodernism. Postmodern philosophers believe there 
is no truth, there is only perception. They don’t believe in 
definite categories, just in many shades of gray. 

I have chosen the postmodern point of view for two 
reasons. First, our society is (still) thoroughly post-
modern, so everyone should feel comfortable with this 
style of thinking. Second, its contrast with information 
management best practices couldn’t be bigger. Just like 
the philosophers of the Enlightenment, IT professionals 
are still searching for truth, objectivity, and optimization.

DW Architecture Leads to Ethical Issues
In April 2011, European newspapers reported that 
police in the Netherlands were using data collected 
from TomTom navigation devices to plan speed traps. 
TomTom collects driver data in real time and uses the 
information to notify subscribers about traffic jams. 
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TomTom also states in the terms and conditions for its 
service that it is allowed to sell the collected data in an 
aggregated and anonymous form.

The authorities in charge of highways and roads have 
found good uses for the TomTom data. By looking at 
average speed, officials can see where road improvements 
are needed to eliminate recurring traffic jams or minimize 
those caused by ongoing roadwork. That didn’t pose any 
problems, but then the data landed in the hands of the 
Dutch police, who used it to calculate how fast people 
were driving and to position cameras to catch speeders.

Was that use of the data appropriate? The data was 
purchased legally and contained no identifiable informa-
tion, so citizens did not have to give consent for the 
police to use it. Furthermore, the data wasn’t used to 
find and punish speeders after the fact—it was used to 
catch people at the actual moment of speeding. In fact, 
this type of data-based decision making is an efficient use 
of taxpayers’ money. Yet TomTom’s immediate reaction 
was to stop the practice. Facing negative feedback from 
customers, the company decided that the police use of 
its data was bad for business. Customers pay extra for 
premium services such as dynamic traffic-jam monitor-
ing, and they enable those services by supplying the 
required data. They are supposed to benefit from that, not 
be punished as a result.

Could this outcome have been predicted? Perhaps, 
but best-practice data warehouse architecture stands 
in the way. It dictates that data warehouses should be 
application neutral; that data should be usable for many 
purposes, most of which are not even foreseen at the time 
the data warehouse is built. 

Postmodernists would frown on this objective approach. 
They would point out that data is never neutral. People 
observe through their senses, which are designed to 
capture a specific style of data. We see, we hear, we smell, 
we feel, and we taste. Based on the combination of those 
partial observations, each colored by the limitations of 
the specific sense, the brain constructs a reality. A data 
warehouse is not different. The data is not neutral; it is 
colored by the system that collected it. By not capturing 

what the data was originally intended to show (i.e., by 
making the data warehouse application neutral), we blind 
ourselves to questionable uses. In fact, there is a rule here. 
The more a certain use of data is removed from the original 
goal and the original measurement instrument, the bigger 
the chance that issues will arise.

Postmodernists would argue for including more metadata 
in the data warehouse to describe the purpose of use and 
ban or flag queries that are too far removed from that 
purpose. The data warehouse should not be a slave to the 
query and simply respond. It should have a “mind of its 
own” that can carefully interpret the query and decide 
what the best response is—which is not always the direct 
answer. This is a very different principle indeed.

Big Data Leads to Less “Truth”—Not More
Big data is the best thing that ever happened to informa-
tion management. Now we know it all. Once we have 
all the data, we can measure everything, and fact-based 
decision making will become a reality. This is the vision 
BI/DW professionals are trying to sell: more truth, more 
objectivity, and better decisions. 

Again, the postmodernists would have a different point 
of view. They would point to infrastructure. Big data 
databases may be able to harness incredibly large data 
streams, but most predictions are not optimistic about 
the infrastructure’s capacity to copy such data volumes. 
Big data warehousing increasingly becomes federated or 
virtualized. 

In short, if data sets become too big to be copied within 
reasonable time frames, you effectively cannot copy them 
anymore. They become unique. Data collections become 
individuals in the literal sense of the word: they exist just 
once. Two collections of data may be similar or related, 
like siblings, but can never be identical. With a little bit 
of imagination, you can argue that data sets become like 
persons.1 They grow and mature over time. Data sets 
develop unique behaviors that they display when you 
interact with them. They can even develop dysfunctions 

1 �I would like to recognize Roland Rambau, a colleague when I worked at 
Oracle, for coming up with this idea.
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and disorders as they are trained by the data and the 
analyses that systems perform. (My career recommenda-
tion for the years to come is to become a “data therapist.”) 

Furthermore, their complexity in terms of volume, 
variety, and velocity is such that it cannot be fully 
understood anymore by ordinary human beings. This 
complexity drives us to trust the answers the systems give 
because the moment we try to audit the answers, the data 
has already changed. Effectively, like people, systems 
offer a subjective point of view that is sometimes hard to 
verify. They express, for all intents and purposes, opinion. 
Managers need to think for themselves and interpret the 
outcome of querying different sources, forming their 
particular picture of reality—not based on “the numbers 
that speak for themselves” or on fact-based analysis, but 
by synthesizing multiple perspectives to construct a story. 

According to this perspective, information managers are 
further away from the “one version of the truth” they 
strive for than ever before. Perhaps information managers 
should leave the Era of Enlightenment behind. Perhaps 
the idea that there is a single truth, and that we simply 
need to discover and roll it out, is unrealistic. 

The Fallacy of the One Version of the Truth
Professionals concerned with defining key performance 
indicators, putting together organizational taxonomies, 
and building data warehouses have been looking for 
a single version of the truth since the advent of the 
information management discipline. Most organizations 
have fundamental alignment issues in defining the 
terminology they use. In fact, I have formulated a “law” 
that describes the gravity of the problem: The more a term 
is connected to the core of the business, the more numerous 
are its definitions. There typically are many definitions of 
what constitutes revenue in a sales organization, what a 
flight means to an airline, or how to define a customer for 
a mobile telephone provider.

Few organizations have been successful in reaching one 
version of the truth. Business managers have fiercely 
resisted. Machiavelli might have pointed to the political 
motives of business managers, because a single version 
of the truth would limit their flexibility to choose the 

version of the truth that fits their story best. However, 
IT professionals say business managers should see that 
satisfying their own goals is less important than the 
satisfaction of contributing to the success of the overall 
organization. In fact, ignoring less important needs for 
the benefit of higher pleasures, or for the benefit of others, 
is a hallmark of human civilization. So much for civiliza-
tion if we can’t even achieve this in the workplace. 

To explain our failure to reach a single version of the 
truth, postmodernists would point back to IT profes-
sionals themselves, saying they are simply misguided. By 
taking a postmodern approach to the single-version-of-the 
truth problem that has been troubling information 
management professionals for such a long time, it simply 
disappears. The reason why all these versions of the 
truth, often under the same name, exist in isolation is 
the vertically aligned setup of the management structure. 
Each business domain reports up to strategic objectives, 
and most of the reporting is “self reporting”—the domain 
reporting based on its own data.

However, in a process-oriented approach, multiple ver-
sions of the truth—horizontally aligned and next to each 
other—actually make sense. The various departments 
or business units each have a different relative position 
in the value chain and, therefore, a different view of the 
current revenue or the number of customers. This doesn’t 
mean that every single definition is valid and should be 
preserved—in fact, many definitions may be redundant. 
The real question is: How does an organization decide 
which definitions are valid and which are not? Multiple 
valid definitions, placed in the right order, constitute 
“one context of the truth.”

Consider the following real-life example. “What is a train?” 
is a more complicated question than you might think. 
Different stakeholders have different views. For a passenger, 
it is the means for the journey to their destination. From a 
regulator’s perspective, a timetabled train is a line that runs 
multiple times per day based on budget and policies on 
public transportation. The planning department would also 
add maintenance movements and empty trains scheduled 
to travel to new departure points. Traffic control would 
look at actual—including unplanned—train movements. 
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The infrastructure department might actually count slots 
(a time window in which a train is supposed to travel), and 
this might include other operators’ trains as well. 

With a horizontal alignment approach that organizes 
all definitions in a single report, the definitions become 
more transparent and comparable. There is value in 
analyzing the differences; it is important to minimize 
the differences in planning efficiencies and number of 
incidents and accidents between the demand plan and the 
operations. The closer the number, the more optimized 
the plan. Next, the difference between operations and the 
staffing plan can be minimized, allocating scarce human 
resources as efficiently as possible.

This is a perfect example of the power of philosophy. A 
different school of thought may make a problem that 
seemed unsolvable suddenly look very different.

We Are All Philosophers
IT professionals and philosophers have a lot in common. 
Both professions focus on thinking things through and 
using analysis to understand the essence of things and 
the way they work. IT professionals speak of functional 
decomposition to describe all elements of an envisioned 
system. Both professions have a conceptual and logical 
view of the world, which is another reason it is strange 
that IT people do not have more appreciation for philoso-
phy. Wasn’t it Socrates who laid much of the groundwork 
for today’s logic, rivaled only much later by Spinoza, 
Heidegger, and Russell? Weren’t Euclid, Pythagoras, and 
Descartes some of the main contributors to mathematics? 

IT professionals, like most philosophers, enjoy discussing 
definitions. There are endless debates about what cloud 
computing or enterprise 2.0 really means, and these 
debates are not likely to be resolved soon. In fact, IT 
professionals have been arguing for the last 20 years about 
the exact definitions of BI and knowledge management. 
Maybe these endless debates are caused by the conceptual 
nature of IT. After all, have you ever heard two grocers 
debate how to define an orange? I haven’t!

As in philosophy, in IT there are always multiple—often 
conflicting—schools of thought. Remember the endless 

Inmon or Kimball debates? Having multiple schools of 
thought is not unique; it happens in every conceptual 
discipline, such as macroeconomics (e.g., how to deal 
with a crisis) and strategy (Henry Mintzberg even defines 
10 distinct schools of thought). 

IT professionals and philosophers are known for their 
ability to create frameworks and models to describe 
reality and to share certain views. Think of different 
frameworks to describe an enterprise architecture, a 
project management methodology, or function-point 
analysis to estimate the complexity of certain projects. 
These frameworks come with jargon, another commonal-
ity between IT and philosophy. Why are these difficult 
terms needed? Actually, jargon is part of every profession. 
Doctors have jargon and so do carpenters. There is a need 
for jargon—not just to create an aura of wisdom, but to 
be able to communicate ideas concisely and precisely. 

Another similarity is that both IT professionals and 
philosophers tend to position themselves slightly outside 
of reality. IT professionals frequently refer to the rest of 
the organization they work for as “the business,” and 
philosophers talk about “life” and “society” as if they 
weren’t part of them. Both professions feel that taking 
an abstract view positions them above the matters they 
discuss. It gives them oversight and insight and provides 
them with a deeper understanding. Some IT professionals 
go as far as to call themselves business architects. 

At the same time, there are many differences between 
IT professionals and philosophers; most noticeably, IT 
people are paid better. 

One more story: Aristotle wrote about Thales (c. 624–547 
BCE), one of the first known Greek philosophers, 
physicists, and mathematicians who, during winter, read 
from the weather and the stars that the next year would 
have a great olive harvest. He made a fortune by buying 
up all the olive presses he could get and renting them out 
when it was harvest time. 

Philosophy can be a highly practical discipline. It’s time 
that we all started practicing more philosophy.  ■
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TDWI Technology Survey:  
Emerging Technologies and Methods in BI
The Technology Survey that TDWI circulated at its 
recent World Conference in Orlando presented a list 
of 30 emerging technologies and methods (ETMs) 
and asked attendees to identify those they have no 
plans for using, those they are already using, and 
those they’ll adopt within three years.

A third of ETMs will see very aggressive adoption. The 
ETMs in Group 1 (Figure 1) were each selected 
by approximately 50 percent of respondents as 
techniques they are not using today, but will be using 
within three years. The ETMs in Group 1 vary from 
very new techniques (big data analytics, text analyt-
ics, mobile BI, social BI) to techniques that have been 
with us for years but are just now emerging in terms 
of brisk user adoption (real-time operation, master 
data management, and advanced data visualization).

The newest ETMs are set for the most growth. These show 
the greatest difference between “using today” and 
“within three years”: big data analytics, social media 
analytics, text analytics, and clouds for BI/DW.

A few ETMs will be adopted by most organizations. Very 
small percentages of survey respondents selected “no 
plans” for MDM, self-service BI, predictive analytics, 
agile BI, and data services, which means that these 
are high priorities for most organizations.

Some of the least-used ETMs today will see appreciable 
adoption. For example, cloud BI is in use today by a 
mere 10 percent of respondents, yet a whopping 40 
percent anticipate adopting it within three years. 
Other relatively new and obscure ETMs will simi-
larly ascend into popularity, namely NoSQL DBMSs, 
MapReduce, social media analytics, and Hadoop.

—�Philip Russom, TDWI Research Director for  
Data Management

Which of the following ETMs is your organization using for business 
intelligence (BI), data warehousing (DW), or data management (DM)? 

Group 1   
Approximately 50% of respondents will adopt the following ETMs within 3 years.

No plans 
for using

Already 
using today

Not using today; 
will within 3 years

Big data analytics  28%  18%   54%

Real-time BI/DW   20%  27%  53%

Mobile BI  18%  29%  53%

Social media 
analytics  32%   16%  52%

Text analytics  27%  21%  52%

Unstructured data  20%   28%  52%

Predictive analytics  10%  40%  50%

Master data mgt  9%    43%  48%

Unified data mgt  32%  21%  47%

Advanced data 
visualization  23%  29%  47%

Group 2  
Approximately 40% of respondents will adopt the following ETMs within 3 years.

No plans 
for using

Already 
using today

Not using today; 
will within 3 years

Hadoop  42%  17%  41%

Clouds for BI/DW  50%  10%  40%

Complex event 
processing  40%  20%  40%

Data federation  31%  29%  40%

In-memory analytics  25%  35%  40%

Data virtualization  27%  34%  39%

MapReduce   47%  15%  38%

Streaming data  43%  19%  38%

Self-service BI  9%  54%   37%

Figure 1: Based on 139 respondents. Values in the table represent  
percentages of respondents. The table is sorted by the “Not using today;  
will within 3 years” column.
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